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EVALUATING THE MEDICAL LITERATURE
II. APPLICATION TO DIAGNOSTIC MEDICINE

Statement of Objectives:

The purpose of this lesson is to provide nuclear pharmacists whh educational materials
appropriate for a thorough understanding of the technical and diagnostic performance of a
diagnostic test. The educational goal is that, upon successful completion of this course,
the reader will have obtained the knowledge and skill to use criteria to analyze a
diagnostic test study, to synthesize criteria for the evaluation of specific diagnostic tests
and to evaluate the quality of published studies investigating diagnostic test performance.

The learning objectives for this continuing education lesson are:

1.

2.

3.

4.

5.

6.
7.
8.
9.

Given the sample values for a diagnostic test’s results in a disease free group,
calculate the reference or “normal” range of values.
Summarize and explain the relationship between normal, abnormal, diseased and
desirable diagnostic test values.
Explain the rationale and limitations of using a ‘gold standard’ test to assess the
utility of a new diagnostic test.
Given experimental data, calculate sensitivity, specificity, predictive values, and
likelihood ratios of positive and negative test results.
Contrast the experimental and clinical utility of the sensitivity, specificity and
predictive values of a diagnostic test.
Illustrate the information advantage of likelihood ratios.
Contrast “stable” properties of a diagnostic test to the “unstable” properties.
Relate the predictive values of a test to prevalence rates of the disease.
Given experimental data, construct a ROC curve and explain its purpose in
establishing the cutpoint between reference and disease values. - -

10. Given patient and diagnostic test data, calculate the posterior probability for a disease.
11. Identify the methodological features necessary for an appropriate clinical evaluation

of a diagnostic test.
12. Evaluate published research reporting on the diagnostic discrimination of a test or

procedure.
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EVALUATING THE MEDICAL LITERATURE

H. APPLICATION TO DIAGNOSTIC MEDICINE

by:

Hazel H. Seaba, R.Ph., M.S.
Professor (Clinical) and Director

Division of Drug Information Service
College of Pharmacy

The University of Iowa
Iowa City, Iowa 52242-5000

INTRODUCTION
Contained within each patient is the information needed to determine his or her health
status. Our ability to access this information — the patient’s internal health database —
describes the art and science of diagnosis. Appropriate clinical management of the
patient rests on our ability to mine the patient’s internal health database. Uncovering the
information we need requires choosing the correct place to look for information, using
the most appropriate tool and the ability to sift diagnostic pay dirt from slag. In this
continuing education lesson we will consider the tool, that is, the diagnostic test
procedure. Information theory provides methods to assess the quality of the information
gained from the diagnostic test procedure. Decision theory provides the mechanism to
translate the results of the diagnostic test into meaningful patient health knowledge.

This lesson builds on an earlier course, “Evaluating The Medical Literature I. Basic
Principles” (Volume VI, Number 2). To fully benefit from this lesson, the reader may
wish to review the earlier material. While much of the material in this lesson applies to
only diagnostic test assessment research, material from the Basic Principles lesson
applies to all clinical research study designs.

FUNDAMENTAL PRINCIPLES OF DIAGNOSTIC TESTING
Diagnostic test procedures add facts to the patient’s health information repository that we
are creating. At some point, decisions about
health status, disease presence or absence
and choice of treatment options will be made
based on the patient’s accumulated health
information. More often than not, these
decisions will be made with information that
is incomplete or, worse yet, with information
that is misleading or inaccurate. The

C&. . . diagnosis is not an end in itselfi it
is only a mental resting-place for
prognostic considerations and
therapeutic decisions, and important
cost-benefit considerations pervade all
phases of the diagnostic process.”]



function of the diagnostic testis to improve the quality of medical decision making and
decrease the amount of uncertainty that surrounds each decision. 1 Diagnostic test results
build upon the information gathered from the medical history and physical examination.

A patient’s health outcomes, including economic, clinical and quality of life outcomes,
are at least partially dependent upon the strengths of data in that patient’s health
information repository. However, linking diagnostic test procedures to the patient’s
health outcomes is tenuous. The framework for this association was first presented by
Fineberg, et a12and developed further by Begg3 and Mackenzie and Dixon4 in the context
of assessing the effects of diagnostic imaging technology on the outcome of disease. The
economic impact of diagnostic procedures on society is also of considerable importance
and has been added to the original model as the sixth level in the framework.5 The six
hierarchical levels in the framework are:

(1) technical performance of the test [reliability],
(2) diagnostic performance [accuracy],
(3) diagnostic impact [displaces alternative tests, improves diagnostic confidence],
(4) therapeutic impact [influence on treatment plans],
(5) impact on health [health-related quality of life], and
(6) societal efficacy.

Published evaluations of diagnostic procedures most frequently fall into level one or level
two of the hierarchy. Assessments at level three through six are more difficult and
fraught with design challenges. This lesson will focus on level one and level two
assessments.

The “Perfect” Diagnostic Test

The real world in which we practice does not contain “perfect” tools. Before discussing
the evaluation of diagnostic tests that we know will never achieve perfection, it is useful
to consider the characteristics of an ideal diagnostic test. In their section on testing a test,
Riegelman and Hirschh describe the ideal diagnostic test as having the following
attributes:

“(l ) all individuals without the disease under study have one uniform value on the
test,

(2) all individuals with the disease under study have a different but uniform value for
the test,

(3) all test results coincide with the results of the diseased or those of the disease free
group,”

In the ideal world we would not only be able to perfectly discriminate between
individuals with and without the disease, we would never encounter ambiguous test
results. The test would be reliable, irrespective of the testing enviromnent or the
operator, and provide accurate results regardless of the patient subgroups tested.
Pragmatically, faced with less than ideal diagnostic tests, we can quantitatively estimate a
test’s ability to discriminate between diseased and disease free patients as well as
estimate its reliability and accuracy under a variety of conditions.
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ESTABLISHING THE TECHNICAL AND DIAGNOSTIC
PERFORMANCE OF A TEST
Our evaluation of a diagnostic test involves establishing how close the test comes to
meeting the expectation of identifying those individuals who do have a given disease and
distinguishing them from those who do not have the disease of interest. The three
variables of the evaluation are then: the disease free opulation, the diseased patient

tpopulation and the test itself. Riegelman and Hirsch considered the evaluation of a
diagnostic test to be, “largely concerned with describing the variability of these three
factors and thereby quantitating the conclusions that can be reached despite or because of
this variability.”

The Disease Free Population: Normal or “Reference” Range

If all individuals who were free of the disease had the same blood level of endogenous
chemicals and compounds, elicited the same response to external stimuli and looked
exactly alike when viewed with medical imaging techniques, we could use these values to
define the status of being free of the disease. Biological variability assures us that these
potentially useful diagnostic values will not be the same in all disease free individuals,
and in fact, are likely to be widely distributed over a continuum of values. Individuals
free of the disease will generate a range of values for any given diagnostic test. This
range of values for disease free individuals is called the reference range. In the past this
range has been called the range of normal values. “Normal” misrepresents the range in
that individuals with values within the range are not all healthy or free from disease, and
secondly, the distribution of values may not be Gaussian (normal).7

Diagnostic test results represent the identification or measurement of some objector
definable property. Measurements have four scales: nominal, ordinal, interval, and ratios
Values are interval or ratio measurements when the numerical distance between the
individual values is equal, each interval represents an equal amount of the quantity being
measured, and there is a zero in the scale. Many diagnostic test results are interval or
ratio scale. Less commonly, diagnostic test results are represented on the nominal scale.
Nominal scale is named values, such as sex (male or female), hair color (brown, black) or
race (white, native American, Asian). Ordinal measurement scale represents a rti
ordering of values, for example, good, better, best. Numbers may be used to quantitate a
property or ordinal scale, such as a ten point scale for pain intensity. However, statistical
manipulation of ordinal scale numbers may be limited as the interval between the
numbers may not be equal and does not necessarily represent an equal quantity of what
was measured, in this example, pain. Diagnostic test result values are also classified as
being either continuous or dichotomous. Continuow values have the properties of being
at least ordinal or higher scale and fall within some continuous range of values, for
example, values of left ventricular ejection fraction from a gated blood pool procedure.
Dichotomous values are categorical, a kind of nominal measurement representing the
presence or absence of something. Diagnostic test results are dichotomous when the
patient either has this property or does not have the property, such as visualization versus
non-visualization of the gallbladder in a hepatobiliary imaging procedure. Continuous
scale test results may be reduced to a dichotomous scale, such as disease present or
disease absent.
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The reference interval is constructed by measuring the diagnostic test values in
individuals who are believed to be free of the disease. The reference sample tested is
generally a convenient group of individuals (such as students, healthy volunteers, clinic
employees, hospital staffl who are assumed to be free of the disease. Other diagnostic
tests and examinations may be done on these individuals to establish their disease free
status. Ideally the reference sample would represent a wide range of disease free
individuals of both sexes, from all age groups, and with ethnic diversity.

The reference range of values for a diagnostic testis most frequently defined as the
central 95°/0 of the values of healthy individuals. If a range of values also exists for
individuals known to have the disease, other methods of declaring the reference range
may be used, including: use of a preset percentile, use of the range of values that carries
no additional risk of morbidity or mortality, use of a culturally desirable range of values,
use of a range of values beyond which disease is considered to be present, use of a range
of values beyond which therapy does more good than harm. 9

A reality of using the central 95% of values of healthy individuals is that 2.5% of
individuals at each end of the range, known to be healthy, will be identified as outside the
reference range. In clinical practice it is important to remember that just because a
diagnostic test value falls outside of the reference range, it does not necessarily mean that
the individual has a disease.

A frequency analysis of the test results from the reference sample will establish whether
the results have (or can be transformed into) a Gaussian distribution or not. For a
Gaussian distribution, the central 95V0can be calculated at the mean, plus or minus two
standard deviations. If the results are not Gaussian, a nonparametic analysis can sort the
values from lowest to highest value and exclude the lowest 2.5% and highest 2.50/0 of the
values.

If there are significant differences among a population that effect the diagnostic test
results, the reference sample may be restricted to just one group. Age, sex, race, and
smoking status frequently represent legitimate subsets of test values.

Variability of the Diagnostic Test

When we consider the results of a diagnostic test procedure in a specific patient, we
would like to be sure that the test is measuring what we think it is measuring and that any
deviation in the test’s results from the reference range values or from prior values of this
test in this patient, is due only to the disease process or a change in the disease process in
this patient. This is analogous to the evaluation of a new drug in a clinical trial — we
would like to be confident that the outcome we measure in the study subjects is due to the
new drug and not due to any other variable, such as the disease wanes on its own, the
subject’s general health improves, the individual measuring the drug’s response in the
patient is inconsistent, the instrument recording the outcome is failing or any of a
multitude of other random and non-random events (biases) that plague clinical research.
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In the context of experimental designs, Campbell and Stanley10 identified twelve sources
of variability that threaten the validity of an experimental design. The twelve factors are
relevant to our current discussion on two counts,
first, one of the twelve factors is
‘instrumentation’ and secondly, when we
compare one diagnostic test to another within a
clinical experiment, all twelve of these factors
need to be controlled to establish the validity of
the comparison. Instmmentation has two facets:
the test (or testing instrument) itself and the
operator. Any change in the test itself, for
example, calibration, may result in incorrect test
results. The person or persons who calibrate the
test, apply or administer the test, observe the
results and record the results have the
opportunity at each of these steps to perform the
step incorrectly or inconsistently and thus
invalidate the test results. Analogous to
instrumentation, radiophamaceutical quality
(especially radiochemical purity) must be
controlled in order to prevent incorrect test
results from variation in biodistribution.

Factors Jeopardizing Internal
und External Validi@: 10
1, History
2. Maturation
3. Testing
4, Instrumentation
5, Statistical regression
6. Selection bias
7. Experimental mortality
8. Selection-maturation
interaction
9. Interactive effect of testing
10. Interaction of selection biases
and experimental variable
11. Reactive effects of
experimental arrangements
12. Multiple-treatment
interference

Of the twelve sources of invalidity, instrumentation is one of the easier factors to control.
Operator training and good laboratory techniques can decrease instrumentation bias.
Under experimental conditions, if all other sources of variation are controlled, the
intrinsic stability, dependability and value of the test itself will be measurable. The
variability of the test itself should be small compared to the variability of the range of
normal values for the test, otherwise, the test will mask differences in values due to
biological factors.

Reproducibility of the Test

Reproducibility is synonymous with reliability. A test’s reliability can be judged by
determining the ability of a test to produce consistent results when repeated under the
same conditions. Re-testing a diagnostic test requires the laboratory, patient and
operator/observer to remain the same during each test session. Both intra- and inter-
observer variability are possible and should be considered. Re-testing must also be done
in such a manner that the results of the first test are not known during the re-test.

The precision of the measurements is a reflection of reliability of the data/measurements
themselves. Precision is the agreement of the measurements with one another and is
frequently described by the range of the results or their standard deviation.

When re-testing is done, it is always possible that some of the agreement between
measurements or individuals is due to chance. Kappa (K) is an index of agreement that
corrects for chance agreement. Kappa incorporates both the observed proportion of
agreement between two measures/observers and the proportion of agreement expected
due to chance. ]t If the agreement between two observers is perfect, Kappa’s value is
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+1.(), disagreement between observers can reach -1.0. If the agreement between

observers is no different than that expected by chance, the value is O. A Kappa value of
>0.75 implies excellent reproducibility.

In addition to test/retest reliability, split-half reliability may also be assessed. Split-half
reliability evaluates the internal consistency of one part of the test with other parts of the
test. For example, the questions in a survey instrument maybe compared for redundancy
or congruency using split-half reliability. 12

Based on an investigation that corrected for chance agreement in data, Koran identified
several factors that contribute to increased reliability of measurements. 13 These factors
include: having a high proportion of ‘normals’ in the evaluation, high observer training,
consideration of only a small number of diagnostic categories, abnormal values that are
severe, observations that are dichotomous rather than continuous in scale.

Accuracy of the Test

Accuracy describes the correctness of the test values, that is, the agreement of the test
value with an independent judgement that is accepted as the true anatomical,
physiological or biochemical value. Accuracy requires reliability. However, the
converse is not true, measurements can be reliable without being accurate. In addition to
being reliable, measurements also need to be free of systematic tendencies to differ from
the true value in a particular direction. Systematic error is bias. In our discussion of
establishing the diagnostic performance of a test, we will consider several sources of bias.

Under experimental conditions, the accuracy of a test can be established by comparison
with an artificial sample (’known’) or a phantom image. This is sometimes referred to as
experimental accuracy. In clinical practice, of course it is very difficult to know the
patient’s absolute diagnostic truth. The quandary of assessing the accuracy of any
diagnostic test (clinical accuracy) is having a true value for comparison.

Validity of the Test

The validity of a diagnostic testis distinct from the reproducibility and the accuracy of a
test. Validity asks the question, “Are we measuring what we think we are measuring?’8
A valid testis one that is appropriate for the diagnostic question being asked.

Three types of validity are most frequently considered: content validity, criterion-related
validity and construct validity. Content validity is a judgment of whether or not the test
is representative of what is supposed to be measured. Criterion-related validity is
established by determining whether or not the test results agree with the results of one or
more other tests that are thought to measure the same anatomical, physiological or
biochemical phenomena. Construct validity seeks to find out why, theoretically, the test
performs as it does. What is the real biological property being measured that explains
why the results of the test vary among individuals?

Variability of the Diseased Population

Although we most frequently refer to individuals as either having or not having a given
disease — a dichotomous classification of disease — for almost all diseases, the disease
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process is continuous. Over time the disease severity and the number of signs and
symptoms of disease escalate. In general, it is more difficult to diagnose a disease in its
early stages than in its later stages, when the disease process is stronger and more
distinct. Not only are there likely to be continuous changes in the disease manifestations
over time that will complicate diagnosis, but there are also likely to be other potentially
confounding variables present in the patients. Patient variables that may make a
difference in the disease presentation include sex, age, presence of other diseases,

. . . ,, .-. .-
nutritional status and current drag tnerap~es. in brlet, we can expect a wide variability ot
response to a specific diagnostic test from individuals who do have the disease.
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Figure 1 Diagnostic Test Results

Ideally, the variability of the diagnostic test in the disease free reference population and
that of individuals with the disease will not overlap. In practice however, the reference
population will frequently have result values in common with diseased individuals. In
Figure 1, this is the area indicated by A. Which test value should be used as the cut point
to delineate individuals who are free of the disease from those with the disease? Even
though we are aware of this area of equivocal values between the reference group and the
disease group, his important to establish a cut point (discrimination limit). Earlier we
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mentioned that if the range of values for individuals with the disease was known, the cut
point between the reference group and the diseased group could be established using
criteria other than assigning the central 95°/0 of reference values to the disease free
group.y We will consider these other methods in the medical decision making section of
this lesson.

Defining Disease: The Gold Standard

By definition, the gold standard diagnostic testis that test whose results determine the
subject’s disease status. Any test assigned gold standard status is accepted to be 10O”/O
accurate. Gold standard status is a clinical judgment. Historically, autopsy 14and biopsy
have been used as gold standards for diagnosis. While an autopsy may provide an
unequivocal diagnosis for a research study, pragmatically, it can not be used in clinical
practice. For a given disease condition, generally, the current best diagnostic test
becomes the gold standard. While the current gold standard test for a disease may
represent the best, most practical test we have, it also may be “gold” in name only. For
many disease conditions, truly accurate diagnostic tests do not exist and the choice of
which test to assign gold standard status to is not clear. Differences of opinion will exist.

It is against the gold standard that a new diagnostic test will be compared to determine its
accuracy. However inadequate a gold standard might be, it is necessary to assess a new
diagnostic test procedure against the best current test. It is not sufficient to determine
whether or not the new test is more frequently associated with discovering disease than
chance alone. This is analogous to the evaluation of a new drug. Regardless of whether
the new drug is compared to a placebo control or to the current drug of choice (active
control), it is the objective, unbiased comparison that estimates the drug’s effectiveness
either benchmarked to the placebo or to standard therapy.

Since the gold standard is considered 100V0accurate, the new diagnostic test can not
outperform the standard. The accuracy of the new test will always be less than or equal
to the gold standard. In truth, we frequently expect that the new diagnostic test wi 11be an
advancement over the current gold standard test. With clinical use, the new test may
convince practitioners of its superiority, allowing it to eventually become the gold
standard.

PROCEDURAL STEPS TO DETERMINE DIAGNOSTIC
PERFORMANCE
Diagnostic performance describes the ability of the test to correctly determine which
individuals have the disease condition and which do not. Clinical studies with the goal of
establishing the diagnostic performance of a test share some of same design features as
therapeutic efficacy controlled clinical trials. The diagnostic performance design should
ensure a study setting that provides a fair, unbiased assessment of the test’s accuracy
using the gold standard benchmark.

I

I

Technical Petiormance
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High technical performance (reliability)
of the test provides a favorable Riegelman and Hirschh identl~edfive
foundation for high diagnostic basic steps to determine diagnostic
performance by the test. Reliability or Performance.”
reproducibility of the test under a 111. <
variety of clinical conditions by
different observers or operators is
essential. If the images produced by a
new test are inconsistently interpreted
by the same radiologist or do not
receive the same interpretation by
different radiologists, the test is not
useful. To ensure reliability, the
protocol for the evaluation of a new
diagnostic test should include training
with standard operating procedures for [

2.

3.

4.

5.

choose the gold standard test,
perform the gold standard test on a full
spectrum of subjects,
test all subjects with the new
diagnostic test,
record and compare the results of the
new test with the gold standard test in
a two by two outcome table, and
calculate the proportions of accurate
and inaccurate results for the new test.

test operators and interpreters.
Standardized procedures can minimize irregularities in radiophmaceutical quality,
sample collection, instrumentation, data collection and recording. The agreement both
within and between the individuals who execute the test and those who read the test
should be assessed. The variability of the instrument under controlled conditions should
also be assessed. The goal of the study design is to eliminate any source of variability
from the test itself (instrument), the operator or the interpreter, so that the experimental
variability of the difference between he new test and th~ gold standard is no~ masked and
can be measured.

One of the seven criteria used by Reid. et a115to determine the aualitv of diagnostic test. . .
evaluations is whether or not the Test Reproducibility Criterion:’5
reproducibility of the test is shown by some &
measure of observer variability and/or
instrument variability. They found that only
23 percent of the 112 studies reviewed
provided evidence of reproducibility with
either percent agreement of observers or
kappa statistics and only 25 percent of studies
reported interassay and/or intra-assay
coefficients of variation. Bringing this
criterion into an individual clinical practice,
Jaeschke, et al’b ask the question, “Will the

.

+

If observer interpretation is
used, some of the test subjects
are evaluated for a summary
measure of observer
variability,
If no observer interpretation is
used, a summary measure of
instrument variability is
provided.

reproducibility of the test result and its
L

interpretation be satisfactory in my setting?”

Gold Standard Choice

The choice of which diagnostic test to use as the gold standard is a clinical decision.
Realistically, the gold standard choice may be a compromise between a testing procedure
that provides the most accurate result and a procedure that is less invasive or less costly.
In the introduction to an article, investigators generally present the justification for their

11
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choice of reference standard. Ideally the gold standard not only represents .a test that
makes sense clinically – that is, if the new testis successful, it would replace or provide
an alternative to the gold standard for this particular disease — but also, the test does
accurately classify patients as either disease free or diseased. As the new test’s results are
compared to the gold standard’s accuracy, errors in classifying patients by the gold
standard will perpetuate themselves in the assessment of the new test’s accuracy.

What makes a ‘good’ gold standard test? According to Arroll, et al. 17a well-defined gold
standard is either:

+ definitive histopathologic diagnoses (autopsy, biopsy, surgery),
+ standard diagnostic classification systems (for example, American Psychiatric

Association Statistical and Diagnostic Manual-for Mental Disorders for
depression), or

+ results of other well-established diagnostic tests, if explicit criteria are given for
when the target disease is said to be present.

In Arroll, et al’s review of 126 selected clinical journals published in 1985, 88V0 of the
diagnostic test articles used a well-defined gold standard.

In the FDA’s 1999 final rule on “Regulations for In Vivo Radiopharmaceuticals Used for
Diagnosis and Monitoring,” the phrase ‘gold standard’ is not used; however, an
expression with the same meaning is: “The accuracy and usefulness of the diagnostic
information is determined by comparison with a reliable assessment of actual clinical
status. A reliable assessment of actual clinical status may be provided by a diagnostic
standard or standards of demonstrated accuracy. In the absence of such diagnostic
stmdard(s), the actual clinical status must be established in another manner, e.g., patient
followup.’” 8 The FDA considers a comparator or clinical followup necessary to establish
the accuracy and usefulness of a radiopharmaceutical’s claim for detection or assessment
of a disease or a pathology. As an alternative to a gold standard diagnostic test result,
clinical followup for an adequate period of time can be used to establish the patient’s true
disease status. Unfortunately for many diseases the time needed for the disease to
progress to the point where the diagnosis is unequivocal by direct observation maybe
quite long.

The gold standard test, by definition, is assumed to be perfect with no false positive or
false negative test results. If this assumption is not true, the false negative rate (1 -
sensitivity) and the false positive rate (1-specificity) of the test being evaluated are
overestimated. [Author’s Note: Sensitivity and specificity are defined and discussed in
detail in section ‘Medical Decision Making Applied to Diagnostic Test Performance,’
page 23, and in Table 1, page 41.] This possibility was investigated by Line, et al. 19
These investigators calculated the sensitivity and specificity of antifibrin scintigraphy,
99mTc-antifibrin (YgmTc-T2G1s Fab’), in patients with suspected acute deep venous
thrombosis (DVT) using two different methods. Two patient groups were studied, one
with low DVT prevalence and one with high DVT prevalence. The first method
compared antifibrin scintigraphy to contrast venography, the gold standard assued to
have no error. The second method calculated sensitivity and specificity using a
maximum likelihood procedure that does not include comparison to a gold standard. The
maximum likelihood procedure uses diagnostic test results from two populations with
different disease prevalence. Sensitivity and specificity of antifibrin scintigraphy as

12



estimated by comparison to the venography gold standard were substantially lower than
those calculated with the maximum likelihood procedure. The authors concluded that a
gold standard with errors will bias the sensitivity and specificity of the test being
evaluated downward and that this effect was operating in their study. They suggested
that contrast venography may not be a good gold standard for DVT.

There are techniques available to decrease or minimize the bias introduced into a
diagnostic test evaluation by an imperfect gold standard.20 One technique involves
making it less likely to diagnose a patient as disease present when the patient is truly
disease positive and making it less likely to diagnose a patient as disease free when the
patient is truly disease negative. Thus the testis more likely to find only true positive
individuals as positive and trae negative individuals as negative. This can be
accomplished by using a rigorous definition of disease when the test’s sensitivity (ability
to diagnose a positive patient as diseased) is evaluated and likewise using a lax definition
of the disease when the test’s specificity (ability to diagnose a negative patient as disease
free) is measured. Another technique recognizes that when the gold standard
misclassifies patients, both sensitivity and specificity are influenced by the disease
prevalence. Prevalence is the proportion of individuals who have the disease at a given
time. If the disease prevalence is high, it is easier to diagnose positive individuals; if the
disease prevalence is low, it is easier to diagnose disease negative individuals correctly.
If sensitivity and specificity are assessed in both high and low prevalence envirom-nents,
bias may be minimized. It may also be helpful to use a surrogate for a positive and
negative disease diagnosis. For example, instead of diagnosing the presence or absence
of the disease in an individual, it may be possible to use the diagnostic test to determine if
the patient will respond favorably to drug therapy for that disease or whether the patient
will be a drug therapy failure. Lastly, mathematical corrections can be applied to test
results known to have error.

Selection of Study Sample

At the point a new drag is approved for marketing by the FDA, the clinical experience
with the drug may be limited to only a few thousand or even a few hundred study
subjects. Frequently what we know about the drug’s safety and efficacy not only changes
and increases, but also improves in accuracy as more knowledge of the drug is gained
through its use in a broader patient population under a variety of conditions. Similarly,
an evaluation of a new diagnostic test is most credible if the study or studies of the test’s
accuracy includes a broad selection of individuals both with and without the targeted
disease.

If investigators were able to study the new test in a group of subjects suitably large
enough that the group contained all the conditions under which the disease occurs and
does not occur, the measurement of the new test’s accuracy would dependably reflect the
entire disease state (provided the gold standard was accurate). The investigator rarely, if
ever, has the ability to study a census of individuals with a disease. Almost equally
unlikely is the opportunity to randomly sample the population made up of disease
negative and disease positive individuals. Even if random sampling of the population
was possible, the number of disease positive individuals in the population would be very
small compared to the number of disease negative individuals. The sample drawn would
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most likely contain few disease positive individuals. Thus the sensitivity value (fraction
of disease positive individuals successfully identified) would have a wide confidence
interval .2’ To improve the estimate of sensitivity, a non-random, disproportionate sample
is used. It is still important that the disproportionate sample represent as many
characteristics of individuals with and without the disease as possible. The range of
characteristics represented in the sample is called the spectrum. Under circumstances of
wide subject spectrum, the new test will receive a fair challenge of its abilities to
correctly diagnose a variety of subjects.

Spectrum includes pathologic, clinical and cornorbid components.22 Most disease
conditions have a wide spectram of pathologic features, such as extent of the disease,
location of disease, cell types. If only patients with a given tumor size (pathology) are
used in the diagnostic test evaluation, the usefulness of the test in patients with smaller or
larger tumors will not be known. The clinical features of the disease describe the
chronicity and severity of symptoms. Either of these features can influence the test
results. Comorbidities of the patient may also affect the results of the diagnostic test.

In patients who are truly disease negative, the goal for the diagnostic testis to minimize
false positive results. A challenging spectrum of disease negative subjects would include
subjects with different pathologies in the same anatomical area as the target disease,
individuals with physiologic disorders that affect the same organ as the target disease or
prevent the proper distribution of a test substance or imaging agent, and subjects with
other diseases that may interfere with diagnosis. Unfortunately, to achieve better control
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in the study, the tendency is to choose disease free study subjects that have no
comorbidities with disease symptoms that overlap those of the target disease.

‘~he challenge in patients who are diseased is to diagnose as positive as many as possible
and, at the same time, avoid misdiagnosing disease free individuals (a false positive
diagnoses). To ensure that the new test will function properly in all individuals with the
target disease, patients with a wide spectrum of the disease’s pathologies should be
included. Individuals who have been ill for long and short periods of time and who have
mild and severe symptoms should be chosen. Also individuals who not only have the
target disease, but other diseases as well should be represented in the study.

The sample spectrum should also include both genders and a variety of subject ages and
ethnicity. It is possible that a given diagnostic test will perform the same in all subjects
with and all subjects without the target disease.
However, the only way to know if this is true is to
study the diagnostic test in all manner of patients. If
the diagnostic test is found to perform differently on
different groups of subjects, spectrum bias is said to
exist. In addition to choosing a broad spectrum of
study subjects, the investigators, in order to assess
spectrum bias, must also analyze the study’s results by
patient subgroups. Subgroup analysis can pinpoint age
groups, phases of disease, or other subsets of patients
who will have accuracy estimates, that is sensitivity

@

and specificity, different than the majority of patients
with the target disorder. Spectram bias is illustrated in

Analysis of Pertinent
Subgroups Criterion: 15
+ Results for indexes of

accuracy are cited for
any pertinent
demographic or clinical
subgroup of the
investigated population
(e.g., symptomatic
versus asymptomatic
patients).

14



Morise et al.’s23 review of discriminant accuracy of thallium scintigraphy in patients
with possible coronary artery disease. A derivation group received single photon
emission computed tomographic (SPECT) and a validation group received SPECT and
planar thallium-201 scintigraphy. They found differences in (1) sensitivity and
specificity for the two separate study samples based on all defects verses reversible
defects, and (2) sensitivity, but not specificity, based on the number of diseased vessels
involved. The accuracy of exercise ECG was also found to be lower in women than men.

A broad spectrum of study subjects increases the confidence with which we can
extrapolate the results of the diagnostic test to patients in our local practice. A narrow
spectrum of study patients does not necessarily decrease the internal validity of the study
— it may only affect the external validity of the study, that is, the study’s
generalizability. If our local patients are so similar to those in the study that they could
meet the inclusion and exclusion criteria of the study, we are most comfortable using the
test locally. But, regardless of however broad the
study subject spectrum was, we frequently are
considering local patients who are sicker than those
in the study, are older or younger, or have a
coexisting disease or diseases not included in the
study. Under these circumstances it may be useful
to ask the questions of not only how different your
patient is from those in the study, but also how
similar your patient is to those in the study. If the
diagnostic test uses a pharmaceutical agent,
knowledge of the agent’s pharmacology is very

Spectrum Composition
Criterion: 15
+ age distribution,

+ sex distribution,
+ summary of presenting

clinical symptoms and/or
disease stage, and

+ eligibility criteria for study
subjects are given.

helpful to anticipate patient characteristics or
pathologies that may interfere with the mechanism I
of action of the testing agent.

Studies executed with a narrow spectrum of subjects are most likely to result in falsely
high test accuracy .22 The test’s sensitivity and specificity will be over estimated. In their
study of the application of methodological standards in diagnostic test evaluations, Reid
et all 5 found that only 27°/0 of the studies they reviewed met their criteria for specifying
the spectrum of patients evaluated.

Sample Size

Researchers, clinically evaluating diagnostic tests, construct a study design where the
accuracy (sensitivity and specificity) of one or more diagnostic tests is calculated in
subjects whose positive or negative disease status has been established with a gold
standard diagnostic test. For convenience and precision considerations, the study sample
is frequently selected disproportionately, that is, the proportion of disease positive
individuals included in the sample is not the same as that in the general population. In
many studies the subjects are selected from a group of patients whose disease status is
known (patients have already undergone the gold standard diagnostic test). Under these
circumstances the proportion of disease positive to disease negative subjects is under the
investigators immediate control. This is usually not true in clinical trials of screening
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diagnostic tests. In a screening study of a large population, subjects with unknown
disease status are consecutively enrolled into the study.

The proportion of disease positive to disease negative individuals included in the study
may be arbitrarily determined by the investigator, ma be determined from a calculation

~, 25326
of sample size based on a desired confidence interval , or maybe determined by
the number of subjects selected in a screening investigation, Ideally the sample size for
the study is calculated prior to subject enrollment. The calculation will detemine the
number and optimum ratio of disease positive to disease negative subjects. Regardless of
the method used to determine the sample size, it is important to remember that the
proportion of disease positive to disease negative individuals in the study maybe
artificial and not reflect the disease’s real prevalence in the general population.

The evaluation of a diagnostic test aims to measure Precision qfResults for Test
the accuracy of the test. The outcomes measured are Accuracy Criterioit: ]5
sensitivity and specificity of the test derived from + SE or C1, regardless of
comparison to the subjects’ real (gold standard)
disease presence or absence status. Sensitivity and

magnitude, is reported for
test sensitivity and

specificity are point estimates. We would like the specificity or likelihood
sensitivity and specificity values to be precise. The ratios.
standard error (SE), or width of the confidence
interval, measures the precision of these values. A
95V0confidence interval is defined as an interval that
contains the point estimate about 95 times in 100
replications of the study .25 Thus in about 5 replications the point estimate would not be
included in a 95°/0 confidence interval. For lar&e sample sizes (n > 30) the two-tailed
95% con~$;;ce interval for sensitivity or specificity ~an be estimated” with the following
equation: -‘

95% CI = point estimate ~ (1.96)x (SE)

The upper and lower values for the confidence interval provide us with an indication of
how low and how high the real value could be and still be compatible with the data.

Sample size influences precision. The larger the sample size, the more precise are the
calculated sensitivity and specificity estimates, thus the narrower are the confidence
intervals. If the investigator wishes to limit his or her enor to a predefmed level, a
sample size that will generate a narrow confidence interval can be calculated.24

We are also interested in how accurately the test identifies disease positive and disease
negative individuals (the sensitivity and specificity of the test). Our ability to correctly
measure the difference between the new test and the gold standard values is also
dependent upon sample size. The larger the sample size, the less likely are we to
incorrectly measure the two proportions (sensitivity and specificity). We know that the
measurements generated by the study data are estimates of the true values and that we
always have a chance of arriving at an incorrect value or conclusion. However, we
would like the study to have enough power (80 to 90°/0) to determine, with a given degree
of contldence, the size of the two proportions. Alternatively, the investigator may be
interested in testing a hypothesis that the new diagnostic test has sensitivity and
specificity values that are no more than some specified distance from the gold standard
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test. The study’s power, 1 – beta (beta is Type II error), is related to the value of alpha
(Type I error), variability of the events (i.e., disease presence), delta (the clinically
meaningful values for sensitivity and specificity) and sample size27. We generally set the
probability of making a Type I error (alpha) at 0.05; this corresponds to a 95%
confidence interval (CI). A Type I error results when the investigator concludes that the
two propotiions (for example, sensitivity of the new test and that of the reference test) are
statistically significantly different when they are not different. Beta values of 0.10 or
0.20 are desirable. A Type II error occurs when the investigator concludes that two
proportions are not statistically significantly different when they are different. Clinically
meaningful values of sensitivity and specificity are determined by the investigators —
frequently these values are based on the investigator’s best estimate of the test’s
sensitivity and specificity. The variability of events (disease prevalence in the target
population) is chosen by the investigators, generally from the published literature. A
sample size is calculated for a given sensitivity value and another calculated for a given
value of specificity. The final sample size is the larger of these two values. By choosing
the larger value, the sample size will be adequate to estimate both sensitivity and
specificity with the desired precision.

Linnet2b has pointed out that for continuous scale diagnostic test values, it is important to
also consider the sampling variation of the cutpoint (discrimination limits) between
disease free and diseased. Sensitivity and specificity depend upon where the cutpoint is
drawn. If the sampling variation of the cutpoint is not considered, the probability of
making a Type I error may increase from 0.05 to values of 0.10-0.35.

}1OWdo we know if the study has an adequate sample sire? This is a difficult literature
evaluation question. lf the investigators provide the a priori calculated sample size, we at
least know that they considered the variables necessary to calculate sample size. If one
has mathematical skills, the power of the study can be calculated retrospectively using the
sensitivity and specificity values calculated in the study and the best estimate of disease
prevalence. Tables of sample sizes for given sensitivity and specificity values at 95V0
confidence intervals and 90°/0 power are provided by Buderer.27 One could look Up the
sensitivity or specificity values reported in an article in the Buderer tables, note the
required sample size for the reported sensitivity or specificity, and then compare the
needed sample size to that actually used in the article. Freedman28 also provides a table
to determine needed sample sizes for various sensitivity and specificity values.
Otherwise, we are left with judging the adequacy of the sample size by considering the
reasonableness of the number of subjects in the study and the study’s results. Kent and
Larson2g recommend a sample size of 35 to several hundred patients for high quality
studies of diagnostic accuracy.

Prevalence

Prevalence is a probability – it represents the number of people in the population who
have a disease at a given point in time.b’ 30 The ‘point in tih~e’ can be a specific point,
such as June 6, 2000 (point prevalence) or a period of time, such as 2000 (period
prevalence). In contrast, incidence is a rate representing the number of new disease cases
that develop in the population over a unit of time. The two are related:

prevalence = incidence rate x duration of the disease
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Prevalence tells us how many patients with a given disease are available to be diagnosed
with the disease. Diseases with either a high incidence and/or a long duration will have a
high prevalence. Generally we believe it is easier to identify individuals positive for a
disease if the disease’s prevalence is high as the proportion of positive individuals in the
population is large.20331 Thereby, our chance of encountering a positive patient is high.
Diseases with low prevalence seem more difficult to diagnose, as the number of positive
individuals in the population is small.

How is disease prevalence related to accuracy of diagnosis, that is, sensitivity and
specificity? Sensitivity and specificity are considered by some authors to be independent

zof disease prevalence. ‘20’2]332’33334Stable sensitivity and specificity values under
different disease prevalence would be an advantage. Worldwide, disease prevalence
varies from country to country. A test whose accuracy is the same regardless of the local
disease prevalence would allow us to extrapolate sensitivity and specificity values from
the primary literature to any practice site at any location. Under conditions of stable
sensitivity and specificity, the accuracy of one test can be compared with the accuracy of
competing diagnostic tests for the same disease.

Unfotiunately, the relationship between sensitivity and specificity and prevalence is
probably not complete independence. Literature as far back as the 1960’s has pointed out
examples of diagnostic test sensitivity and specitlcity for a disease varying by the
population under study .35 Sensitivity and specificity can vary with patient demographic
characteristics, such as age or sex, and also with the clinical features of disease, such as
severity, duration and comorbidities.3315 In these examples, a possible explanation is that
the prevalence of the disease is truly different for different ages and sexes or for different
stages of the disease, severity of disease or in the presence of other pathologies. If the
diagnostic test was evaluated in a wide spectrum of patients, sensitivity and specificity
represents an “average” accuracy across all these variables. If a very narrow spectrum of
subjects is tested or if the investigator analyzed the indexes by subgroups, sensitivity and
specificity indexes apply to only those subgroups.

Coughlin andPickle31 point out that part of the agreement between the diagnostic test and
the gold standard may be due to chance and offer a mathematical correction for chance
agreement. Diseases with high prevalence are likely to offer more individuals with
positive disease status in the sample and thus chance agreement maybe a large factor in
the sensitivity value. Likewise, diseases with low prevalence provide more individuals
with negative disease status and thus chance agreement may be a large factor in the
specificity value.

In her calculation of sam le sizes adequate to estimate sensitivity and specificity with a
given precision, Buderer E incorporates the prevalence of the disease in the target
population. The number of subjects who are disease positive and negative is dependent
upon the disease prevalence. Within the stud y, the total positive subjects (true positives
and false negatives) and total negative subjects (true negatives and false positives) are the
denominators for the standard errors (SE) of sensitivity and specificity. The width of the
confidence interval (CI) is dependent upon SE. The width of CI influences the sample
size. Thus the sensitivity and specificity indexes are influenced by disease prevalence.
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Brenner and Gefeller3b build on Buderer’s justification by pointing out that prevalence in
the population is determined for most diseases by the diagnostic cutpoint. Regardless of
how the cutpoint is established, there will be some disease positive individuals labeled as
disease negative and conversely some disease negative individuals labeled as disease
positive. This same cutpoint determines both,(1) the disease prevalence of the
population, that is the number of diseased individuals in the population at a given time,
and (2) the magnitude of the diagnostic misclassification of individuals at the time
sensitivity and specificity of the test are determined. Thus disease prevalence and
diagnostic misclassification are related. For example, the cutpoint could be adjusted to
maximize sensitivity at the expense of specificity and this would also change the
disease’s prevalence. Most diseases are diagnosed by measuring some continuous
variable patient characteristic and the above reasoning is applicable. However, if the
diagnostic test truly measures a dichotomous variable, such as alive or dead, there is no
cutpoint and sensitivity and specificity indexes are thought to be independent of
prevalence.

Our concern for the influence of prevalence on sensitivity and specificity can be
somewhat mollified if the spectrum of individuals in the diagnostic test study is clearly
identified and, if the spectrum is broad, subgroup analyses on important disease groups
are done. Other diagnostic indexes, such as predictive values, and other decision
methods, such as receiver operator characteristic curves, are also available and provide a
different view of diagnostic test discrimination.

Measurement and Data Collection

Despite the disadvantages of sensitivity and specificity, they are the primary
measurements of diagnostic test efficacy that appear in the medical literature.
Yerushalmy37 first used the terms sensitivity and specificity to quantitate observer
variability among radiologists. The terrrs actually have two meanin s: analytical
sensitivity and specificity and diagnostic sensitivity and specificity. ,f A single laboratory
test may have both anal ytical and diagnostic sensitivity and specificity.

A laboratory test that is an assay (measures a substance) has an analytical sensitivity that
is deilned as the assay’s ability to measure low concentrations of the substance or detect a
change in concentration. If the target substance is also a surrogate for a disease
condition, the assay may be used to detect the substance in a population to determine
disease presence or absence. At this point, the test becomes a diagnostic test and the
test’s ability to detect individuals who have the disease (sensitivity) becomes relevant.
While the diagnostic test has to be able to measure the target substance at meaningful
levels or concentrations, it is also important that the diagnostic testing process obtains a
patient sample that contains the target substance. A diagnostic test with high analytical
sensitivity may have low diagnostic sensitivity if the target substance sampling procedure
is inadequate.

Analytical specificity is defined as the ability of the test to exclusively identify a target
substance, such as just the ~ (beta) subunit of human chorionic gonadotropin (HCG)
rather than both the a (alpha) and ~ (beta) subunits of HCG. HCG (containing both a
and ~ subunits) is produced by the placenta and its presence in urine or serum is used to

19



diagnose pregnancy. Other hormones, such as luteinizing hormone, thyroid-stimulating
hormone and follicle-stimulating hormone, also contain an identical a subunit. Newer
diagnostic tests specific for the ~ subunit decrease false positive pregnancy test results.
The newer tests, which use monoclinal antibodies specific for the ~ subunit of HCG, also
have increased analytical sensitivity. Radioimmunoassay (RIA) and enzyme-li&ed
immunosorbent assay (ELISA) are able to detect 5 mIU/ml HCG in serum 39contrasted to
older polyclonal methods that could detect concentrations only as low as 100 mlU/ml.

lf a test is analytically nonspecific (it not only measures the target substances but also
other closely related substances), the test will have low diagnostic specificity (incorrectly
classifies disease negative individuals). Diagnostic tests with high analytical sensitivity
and specificity do not necessarily produce high diagnostic sensitivity and specificity.
Intervening variables such as spectrum bias, small sample aliquot and technical reliability
of the assay can diminish diagnostic sensitivity and specificity.

Selection (Verification, Work-Up) Bias

Selection bias is a potential study design problem related to the way in which subjects are
chosen for inclusion into a diagnostic test evaluation study. lt is defined as the
preferential referral of positive or negative test responders either to or not to verification
diagnosis with a gold standard test.

Earlier in this lesson Riegelman and Hirsch’sh basic steps to determine diagnostic
performance listed step 2 as “perform the gold standard test on a full spectrum of
subjects” and then step 3 as “test all subjects with the new diagnostic test.” Under these
procedures, the investigator starts with a group of individuals whose diagnosis has been
verified with the gold standard. The investigator can select x number of verified disease
positive and y number of verified disease negative subjects. The investigator thus
determines the prevalence of the disease in the study’s sample. Frequently an equal
number of disease free and disease positive individuals are chosen as this provides the
greatest statistical power for a given sample size.b

The important aspect of the above design is that all subjects receive the gold standard
test. However, if the gold standard is an expensive test or if it is invasive and carries a
high risk, another sample selection procedure might be used. Kelly, et a140present the
example of a computed tomography (CT) scan compared to the gold standard of surgical
inspection of the liver to diagnose liver lesions. Individuals who have a positive CT scan
are-referred for surgical rese;tion of the liver. The
verification diagnosis of liver pathology is made at Avoidance of Work-up Bias

the time of surgery. Individuals with negative CT Criterion:15

scans are not referred for surgical verification. + All subjects are assigned to

Work-up bias, in this example, will lead to high receive both diagnostic and

sensitivity and no meaningful value for specificity gold standard testing

as there is no control group. verification.

In some studies a partial solution is to refer a small
random sample of the negative test subjects to the
gold standard test for verification. Sensitivity and specificity calculations are done with
modified equations that hope to correct the distortion caused by selection bias. 4‘ When
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the gold standard test is particularly risky or unethical to administer in perceived negative
subjects, other mathematical corrections might be ossible using retrospective
adjustments with data from the source population. ?

Incorporation Bias

This bias occurs when the results of the dia nostic test being evaluated are incorporated
into the gold standard testing procedure.22’4f Incorporation bias would result if an initial
diagnostic scan was done and then at a later time a second scan (the exact same
procedure) was done to confirm the results of the first scan. The diagnostic test being
evaluated and the gold standard test should be separate, independent procedures.

Diagnostic Review Bias

Diagnostic review bias occurs when the individual Avoidance of Review Bias
interpreting the results of the gold standard test Criterion: 15
know the results of the test being evaluated.22’40 In + Statement about
this instance there is probably some subjectivity in independence in
the interpretation of the gold standard test results. interpreting both the test
Knowing the results of the diagnostic test can and the gold standard
influence the care, scrutiny and objectivity of the procedure is included.
gold standard test’s interpretation. The solution is
blinding the individual who evaluates the second
test from the results of the first procedure.

For an individual patient, if the results of the test being evaluated are true, then the
carryover effect on the interpretation of the gold standard may not misrepresent the
patient, but the comparison of results will be faulty. However, if the test being evaluated
has misclassified the patient, carryover may misclassify the same patient in the same
direction – the errors are correlated and the calculated sensitivity and specificity of the
test being evaluated will be falsely high. Sensitivity and specificity are falsely high
because the test being evaluated is misclassi~ing the same patient as the gold standard.20

Test Review Bias

This is the opposite situation — the old standard test results are known at the time the
f22’0 A ain blinding is a powerful control to preventevaluated test results are reviewed. g

bias in the interpretation of the test results.

Data Analysis

The analysis of the comparison of the diagnostic testto the gold standard test requires the
independence of each test. The above biases illustrate violations of independence. If the
test being evaluated and the gold standard test both misclassify the same patient, the tests
have a falsely high agreement and sensitivity and specificity will “befalsely high. If the
test being evalwted and the gold standard test independently misclassify the same
patient, sensitivity and specificity will be underestimated.20
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The diagnostic performance of a test is measured by the test’s sensitivity, specificity,
positive predictive value, negative predictive value, accuracy and likelihood ratios. The
next section, medical decision making, will discuss each of these values. In addition to
these diagnostic performance values, the investigators may also be interested in the
relationship between the result values obtained from the diagnostic tests they are
comparing. Methods to analyze the relationship between two variables include
regression analysis and correlation analysis .42 If there are more than two variables,
multiple regression analysis is used. If binary outcome variables are involved, multiple
logistic regression and Cox regression methods are available. Regression analysis is a
method of predicting one dependent variable from one or more independent variables;
whereas, correlation analysis investigates whether or not there is a relationship between
two variables and quantifies the relationship.

Correlation analysis can be useful in quantitating the relationship between the result
values of two different diagnostic tests. The measurement scale of the diagnostic test
result and the distribution (normal or not normal) characteristic of the values determines
which analysis method is appropriate for the data. If both values are continuous scale and
normal, Pearson correlation methods are used; if not normal, then rank correlation
methods are appropriate. Rank correlation methods are also used if the result values are
ordinal scale. When more than two variables are involved, multiple regression methods
are used for continuous data and multiple logistic regression methods are used for binary
data.

The relationship between the result values of two different diagnostic tests maybe
investigated even when the study will not support a full assessment of a new diagnostic
test’s accuracy. Flamen, et al.43 compared rest and dipyridarnole stress imaging using the
myocardial perfusion agents, tetrofosmin and sestamibi. The investigators were
interested in whether tetrofosrnin might offer any advantage over sestarnibi. The
relationship between the segmental perfusion indices of tetrofosmin and sestarnibi at rest
and during stress was analyzed with linear correlation. A strong linear correlation was
shown. However, because of the small sample size the investigators “did not attempt to
study the absolute diagnostic accuracy of tetrofosmin.”

Even when the full diagnostic test performance is assessed, the relationship between the
test result values can be of interest. Inoue, et al.44 compared two commonly used turnor-
seeking agents for PET [2-deoxy-2-lsF-fluoro-D-glucose (FDG) ad L-methyl-1 lC-
methionine (Met)] in detecting residual or recurrent malignant tumors in the same
patients. The lesions were diagnosed based on pathological findings or clinical follow-
up. The results showed similar, but limited sensitivity for FDG and Met (64.5°/0 and
6 1.3V0respectively) and significant correlation (r=O.788, p <0.01 ) between FDG and
Met standardized uptake values (SUVS). The authors concluded the two PET agents
were equally effective.

Indeterminate Test Results

For a variety of reasons the results of the test being evaluated maybe indeterminate or
uninterpretable. Examples from the literature include bowel gas obscuring the result of
ultrasound, barium in the gastrointestinal tract obscuring the result of computed
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tomography, biopsy producing fragments that are insufficient for histological
identification, and breast density invalidating marnmography.3

Indeterminate test results should not be ignored. Presentation ofIndeterminate
First the number of indeterminate test results that Test Results Criterion: lS
the diagnostic test generates is important. The
patients with uninterpretable results will need
further work-up. Either the test will have to be
repeated or another test done. In either case, the
patient will experience farther expense and
possible risk.

Within the diagnostic test evaluation study, if
uniterpretable test results are counted as positive,
sensitivity is falsely increased and specificity
decreased. If the results are counted as negative,

Report all of the appropriate
positive, negative, and
indeterminate results, and

Report whether
indeterminate results had
been included or excluded
when indexes of accuracy
were calculated.

sensitivity is falsely decreased and specificity I
increased. ~5 It is recommended that all indeterminate test results be reported as such by
the investigators. Indeterminate results that hap en as random events and with a test that

?is repeatable, can be disregarded in the analysis. If the indeterminate test results are
related to the disease, it may be best to follow these patients or administer other
diagnostic tests until their disease status is clear.

MEDICAL DECISION MAKING APPLIED TO DIAGNOSTIC TEST
PERFORMANCE
We have just reviewed a litany of problems and biases that can interfere with a diagnostic
test’s performance. Important considerations were the kinds of patients included in the
study and bias control in assessing the test results and the gold standard results,
Methodologies to critically evaluate the diagnostic test’s performance include: decision
matrix, receiver operating characteristic (ROC) curve and information theory .45

Decision Matrix

Whether the diagnostic test results are measured in dichotomous scale or are measured in
ordinal or continuous scale and converted to dichotomous scale, the results are presented
for analysis in a two by two (fourfold) table, (see Table 1). The table logically relates the
results of the diagnostic test to those of the gold standard test.

Sensitivity and Specificity

The binary results of the diagnostic test being evaluated are plotted orI the two by two
table, dividing the results between those that agree and those that do not agree with the
gold standard test. Four cells are formed and thus four ratios gemrated that compare the
results of the test to the actual presence or absence of disease.

The true positive (T+) ratio is the proportion of test positive (Test+) results among all
disease positive [(D+)=(T+)+(F-)] individuals. This is the probability that patients with
the disease will test positive. It is expressed as a conditional probability,
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P(Test+ !D+),

the probability that a patient with the disease (D+) will have a positive test (Test+). The

vertical bar is not a division symbol, but indicates the condition that is present or
absent.45 The true positive probability is the test’s sensitivity. It expresses the test’s
accuracy in identifying patients with disease as positive.

The true negative (T-) ratio is the proportion of test negative (Test-) results among all
disease negative [(D-)=(F+)+(T-)] individuals. This is the probability that patients
without the disease will test negative. It is expressed as:

P(Test- [D-),

the probability that a patient without the disease (D-) will have a negative test (Test-).
The true negative probability is the test’s specificity. It expresses that test’s accuracy in
identifying patients without the disease as negative

Sensitivity and specificity represent the accuracy of the test itself.
characteristics have been called the test’s stable properties as they
stable over differing prevalence of the disease.

The overall accuracy of the test is:

(T+)+(T-)

(T+)+(F+)+(F-)+(T-)

Predictive Values

In the past these
were thought to be

For an individual patient, sensitivity and specificity do not have personal meaning. At
the time a diagnostic testis used on an individual patient to make decisions about
treatment, the patients true disease status (gold standard test result) is unknown. For
specific patients we would like to know how well the diagnostic test predicts their gold
standard status. In other words, for patients testing positive, how likely is it that the
patients are truly disease positive? If patients test negative, how likely is it that they are
truly disease negative?

The horizontal features of the decision matrix provide the test’s predictive values. The
positive predictive value (PPV) of the test tells us what proportion of the test’s positive
results are truly positive. If the test is positive, how well does it “rule in” disease? The
negative predictive value @PV) of the test tells us what proportion of the test’s negative
results are truly negative. If the test is negative, how well does it “rule out” disease’? At
this point, please note that predictive values are proportions. Predictive values tell us
what percentage of the test’s positive (or negative) values are truly positive (or negative).
The question we asked in the prior paragraph about how likely an individual patient’s test
result is true, is not really answered by predictive values. Likeliness is slightly different
than proportionality and is discussed in the next section.

The overall accuracy of the test and the positive and negative predictive values do change
with differing prevalence of the disease and are referred to as unstable. This is an
important consideration for individual patients. The frequency with which diseases
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present themselves in various practice settings differs. For example, within a primary
care setting we might expect to see a lower percentage of hypertensive patients than in a
tertiary care setting. The predictive value of a positive or a negative test result will be
different depending upon whether the patient was seen in a primary care clinic or a
tertiary care setting.

Many early diagnostic test studies tend to use an artificial, 50:50, disease prevalence in
the study. The predictive values in the stady are thereby applicable only to populations
where the disease prevalence is 50V0. Most diseases do not occur that frequently. The
results of the diagnostic test study can be translated to a local community if the local
prevalence (albeit rough) of the disease is known or can be estimated. Using simple
math, a two by two table can be constructed using the test’s sensitivity and specificity and
the local disease prevalence,32 As the prevalence of most diseases is less than that used
in diagnostic test evaluation studies, we would expect the positive predictive value of the
test to decrease and the negative predictive value to rise when the test’s sensitivity and
specificity values are applied to local prevalence. Table 2 illustrates this relationship. A
diagnostic test is determined to have a sensitivity of 85% and a specificity of 90% in a
research study that used a 50:50 sample prevalence. At 500/0prevalence the predictive
value of a positive test is 89.5°/0 — a fairly reassuring value, indicating that 89.5°/0 of
patients with a positive test result are disease positive. The predictive value of a negative
test is 85.7V0. However, if the prevalence of the disease in the local community is only
1%, the predictive value of a positive test will be only about 8% — a much less
satisfactory figure.

Likelihood Ratio

The primary indexes reported for diagnostic tests are sensitivity (true positive ratio) and
specificity (true negative ratio). However, the corresponding false positive ratio and false
negative ratio also have usefulness.

False positive ratio = P(Test+ ID-) = (F+)/(F+)+(T-)

False negative ratio = P(Test- ID+) = (F-)/(T+)+(F-)

The false positive ratio is the proportion of positive tests in all patients who do not have
the disease. The false negative ratio is the proportion of negative tests in all patients who
have the disease. Ideally the diagnostic test would have high true positive and true
negative ratios and also have low false positive and false negative ratios.

The ability of a diagnostic test to identi~ individuals with disease, without incorrectly
including patients without disease, that is, a high true positive and a low false positive
ratio, is the likelihood ratio for a positive test result.45

Likelihood Ratio for a Positive Test = true positive ratio/false positive ratio

Tests with high likelihood ratios are desirable. The likelihood ratio for a positive test
tells us how good the test will be at “ruling in” a disease. One can compwe the
likelihood ratios for two different diagnostic tests to determine which test does the better
job of ruling in the target disease.b
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In the same fashion, the ability of a diagnostic test to keep the number of disease positive

● individuals who are falsely identified as disease free to a minimum and also maximize the
specificity of the test, that is a low false negative and a high true negative ratio, is the
likelihood ratio for a negative test result.

Likelihood Ratio for a Negative Test = false negative ratio/true negative ratio

For a likelihood ratio for a negative test, low values (less than 1) are desirable. The
diagnostic test with the lowest likelihood ratio for a negative test result is the best test to
“rule out” the target disease.

Likelihood ratios are actually risk ratios (or odds ratios). They are calculated by dividing
the probability of a positive (or negative) test if the disease is present by the probability
of a positive (or negative) test if the disease is absent.b

There are three characteristics of likelihood ratios that make them useful:4b

+ they are considered stable with changes in prevalence (although this
premise has been challenged3b),

+ they can be calculated for every value of a continuous diagnostic test,
instead of just two as sensitivity and specificity are, and

+ used along with the patient’s diagnostic test result, one can calculate
the post-test probability that the patient has the target disease.

The last point is discussed further in the section, ‘Post-Test Probability of Disease: Bayes

o Theorem.’

The size of the likelihood ratio is importmt, for both comparing which of two tests is the
better for ruling in or ruling out a disease, and also for calculating the post-test
probability of disease in a specific patient.47 The following tabulation relates the actual
size of a likelihood ratio to an ordinal scale description, for example, a positive likelihood
ratio with a value greater than 10 is considered large.

Positive Likelihood Negative Likelihood
Ratio Ratio

Large >10 <().1

Moderate 5-1o 0.1-0.2

Smallj but
sometimes 2-5 0.5-0.2
important

Small, but
rarely 1-2 0.5-1.0

important

Table 3 contains an example of calculated likelihood ratios for various levels of a
continuous scale diagnostic test taken from data presented by Vansteenkiste JF et al.48
Patients with non-small-cell lung cancer (NSCLC) underwent thoracic computed
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tomography -(CT) scan, the radiolabeled glucose analog lsF-fluoro-2-deoxy-D-glucose
(FDG) positron emission tomography (PET) and invasive surgical staging (1SS). A five
point visual scale was used for interpretation of lymph node (LN) staging on PET.
Standardized uptake values (SUVS) were compared to the presence of metastasis in LNs
and the likelihood ratios (LRs) for SUVS of LNs were determined. In this example the
likelihood of metastasis in LNs increases as the SUV increases. For a SUV of LNs of
>4.5 a positive test is 253 times more likely when metastasis is present than when

metastasis is absent.

Receiver-Operating Characteristic (ROC) Curve

Ordinal or continuous scale diagnostic test results can be graphically represented. In
Figure 2, if the cutpoint is decreased (moved left), the sensitivity (true positive
probability) will be increased at the expense of specificity (false positives will increase).
Sensitivity and specificity change as the cutpoint is moved lower or higher on the
measurement scale.

As measurements of diagnostic test accuracy, sensitivity and specificity do have some
disadvantages. The indexes are probabilities and subject to manipulation. For example,

20
1
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Figure 2 Characteristics of a Diagnostic Test

if a disease is fairly uncommon and has a low prevalence, and if all patients who receive
the diagnostic test are called negative, the indexes of accuracy would still be fairly
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‘accurate’ as indeed most patients are negative. Even if decisions are not arbitrarily
made, there is a certain amount of agreement between the diagnostic test being evaluated
and the gold standard that can be expected by chance alone.

Metz49 points out two major limitations of sensitivity and specificity. First, these indexes
vary with disease prevalence. Secondly, using sensitivity and specificity to compare two
different diagnostic tests is difficult as, while the percent of accurate results can be the
same for two different tests, they can have different meanings. For example, one of the
tests may error with false positive results and the other error with false negative results.
Accuracy must always be considered in terms of both sensitivity and specificity. From
Figure 2 we can see that the total number of disease free individuals (100% of reference
sample) is made up of true negatives (T-) and false positive (F+) results. As fractions of
the total then, (T- fraction) + (F+ fraction) = 1. For the diseased sample, the total number
of diseased individuals (100°/0 diseased) is made up of true positive (T+) results and false
negative (F-) results. Then, as fractions of the total, (T+ fraction) + (F- fraction) = 1.
Thus the value of each fraction will fall between Oand 1. Using this terminology, the T+
fraction is the sensitivity and the T- fraction is the specificity. Again, from Figure 2, one
can see that if the reference and diseased curves overlap; the decision as to where on the
scale of diagnostic test values the cutpoint is assigned is extremely important. Moving
the cutpoint even a few units on the scale will change the number of individuals
identified as falsely free of disease or falsely diseased. Regardless of how the cutpoint is
determined, it is an arbitrary threshold between disease free and diseased.

Because the cutpoint is arbitrary, investigators often consider the accuracy indexes of
sensitivity and specificity within a framework of several different cutpoints. A decision
matrix can be constructed for each point on the measurement scale (x axis) that could be
called either positive or negative — the values on the scale where the curves overlap.
Each decision matrix will provide two sets of fractions, one the [T+ fraction and F-
fraction] which describes the diseased curve and the other the [T- fraction and the F+
fraction] which describes the reference curve. Since each set of fractions is equal to 1, if
one of the fractions of a set is known, the other can be calculated. Likewise, if one
fraction from each set is known, the characteristics of both sets are represented. By
convention, the T+ fraction (sensitivity) and the F+ fraction (1-sensitivity) are chosen to
represent the characteristics of accuracy for each cutpoint value that is considered. The
T+ fraction and F+ fraction will increase or decrease between the value range of Oto 1 as
the cutpoint is moved up or down the diagnostic test measurement scale. The
relationship of T+ fraction to F+ fraction over each of the Oto 1 possible values can be
graphically represented, Figure 3.
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Figure 3. Receiver Operating Characteristic (ROC) Curve

‘~hc curve is called the receiver operating characteristic (ROC) curve, as it describes the
characteristics of the test and the receiver of the test information can operate at any point
on the curve.4g Each point on the curve is a different cutoff point and is called an
operating position .45 If all test results can be called either positive or negative, the curve
will pass through the (0,0) coordinate and through the (1, 1) coordinate

Each point on the curve represents a different cutpoint and a different true positive to
false positive relationship. Points low on the curve represent a cutpoint having a low
false positive, but also a low sensitivity. A point in the center of the curve provides a
moderate sensitivity value for a moderate amount of false positive results. At the top of
the curve, sensitivity is maximized at the expense of increased false positive results.
Curves that are closest to the upper left margin provide the greatest sensitivity and the
lowest false positive fraction. Curves that are further from the upper left quadrant and
closer to the diagonal represent less desirable diagnostic test values. The diagonal line
represents indices that would not discriminate as there would be an equal n~ber of true
positive results as false positive results.

The ROC curve is useful to visualize the consequences of choosing one cutpoint over
others. It is also useful when comparing two or more competing diagnostic tests or two
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or more observers of diagnostic test results. Since true positive fraction and false positive
fraction vary in direct relationship to one another, the tme positive fractions (sensitivities)
for each test being compared can be made to equal the same value. The false positive
fraction for each test being compared would then adjust itself accordingly. The test with
the lowest false positive fraction would be most desirable. Alternatively, the ROC curve
for each test can be charted and the test with the largest area under the curve would
provide the best sensitivity for the lowest false positive fraction. Metz49 considered this
the best method to compare differences in curves as there is not an acceptable
mathematical method to test for statistically significant differences between ROC cwves.
The lack of an acceptable statistical test to show differences between ROC curves also
means that there is no method of calculating a necess~ sample size. From experience
Metz49 suggests a sample of about 100 or more patients is adequate. As with clinical
trials, more subjects are need to find small differences between diagnostic test ROC
curves than to find large differences.

ROC analysis of diagnostic test results requires the comparison of the test to a gold
standard. However, as mentioned earlier, it is sometimes difficult to achieve a separate,
independent gold standard comparison for diagnostic imaging tests as the gold standard is
surgery or autopsy or includes using the results of the first imaging test with subsequent
tests as the gold standard. There are now several reports in the literature of diagnostic
test evaluation being done in the absence of a gold standard test. In the section on Gold
Standard Choice we review such a study done by Line, et al. 19 A method to compare
magnetic resonance imaging, computed tomography and radionuclide scintigraphy for the
diagnosis of liver metastasis without benefit of a gold standard has been presented by
Henkelman, et al.50

According to Peirce and Corne1151the ROC originated in “World War [1, when signal
detection theory was applied to radar to characterize and evaluate how well a radar
operator could receive or “see” a signal against a noisy background.” In medicine,
Lusted first applied ROC analysis to radiographic imaging in the late 1960’s. The ROC
curve is now the accepted method of summarizing ordinal and continuous scale
diagnostic test accuracy data.

Information Theory

Information theory is concerned with reducing uncertainty. The primary fonction of a
diagnostic test is to reduce the uncertainty of the patient’s diagnosis. Stated another way,
the diagnostic test should increase the amount of clinical information available to the
medical decision-maker.

The decision of which of the contending cutpoints to choose to distinguish disease free
from disease positive individuals can be addressed with information theo~. The perfect
diagnostic test would have a sensitivity of 100% (T+ fraction= 1) and zero false positive
results (F+ fraction = O). At the other extreme, a non-discriminating test’s ROC that
offers a 50:50 chance of being positive or negative, would lie along the diagonal from 0,0
to 1,1. Values below the major diagonal occur when positive results are more likely to
occur when the test is negative than when it is positive. The perfect test provides
maximum information content as it perfectly discriminates between disease positive and
disease negative individuals. In practice diagnostic tests will not be perfect, but we hope
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they provide more information than that provided by a 50:50 chance of being positive or @
\

negative. Using the area under the curve model, if the perfect test has an area of 1; the
non-discriminating diagonal has an area of 0.5. The information content of each of the
possible cutpoints on the ROC curve can be calculated.52

The choice of the optimal cutpoint also needs to be framed in the context of disease
prevalence and values. Disease prevalence tells us how likely it is that any given patient
could have the disease before the diagnostic test is done. If the disease is rare, we could
guess that the patient does not have the disease and we would be correct most of the time.
Under these circumstance, we may want to chose a cut point that is in the lower left
portion of the curve where the sensitivity of the testis low, but the number of false
positive’s will be lower still. If hi ~~r values on the curve are used, many of the positive

findividuals will be false positives. 7 Screening tests frequently fall into this situation.
Also, if the consequences of a false positive decision are serious, such as surgery for an
individual who does not have the disease, we will want to minimize false positives. If the
prevalence of the disease is higher, that is the disease is common, the best cutpoint will
be in the upper right quadrant, where sensitivity is high along with high false positive
results, but false negative results are minimized. If lower values on the curve are used,
many of the negative results will be false negatives. This is also an appropriate strategy
when it is extremely important to identi~ all individuals who have the disease.

The second consideration has to do with values. What is the value, cost, and
consequence of assigning an individual to the false positive category or to the false
negative category? Metz4g provides mathematical methods to analyze the cost/benefit of a“
each particular cutpoint. False negatives and false positives have both health costs and
financial costs.

Lacking information about the health costs or financial costs of false positive and false
negative results, a cutpoint can be chosen that will minimize mistakes .45 This is the point
on the curve where the slope of the curve equals the prior probability of no disease, P(D-
), divided by the prior probability of disease, P(D+).

Slope = P(D-)/P(D+)

For example, if the pretest (prior) probability of disease in an individual patient is 15V0,
then the prior probability of no disease is 85Y0,and the best operating position on the
curve is the point where the slope equals 0.85/0.15 = 5.7.

Post-Test Probability of Disease: Bayes Theorem

In the usual course of medical care the patient presents to the physician or the health care
team. Using history and physical examination, the suspicion of disease in this patient
develops into a possibility of disease. At this point a decision is made about whether or
not diagnostic testing will occur. The function of the diagnostic test is to increase the
information available to make decisions about the patient’s health. If the diagnostic test
can not contribute futiher information to the scenario (the management of that patient is
detemined and will not change), the test probably should not be done. In other words,
we expect the diagnostic test to change our initial suspicion of disease in the patient —
either the surety of no disease or the surety of disease should increase. In either case,
before the diagnostic test is done, there is some suspicion of disease presence. The

●
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o suspicion of disease presence can be expressed quantitatively as the probability that the
patient has the specified disease. The diagnostic test results will, we hope, change the
patient’s probability of disease. How is the diagnostic test results combined with the pre-
test information about the patient to provide a post-test estimate of disease presence?
Bayes theorem cm be used to revise the original estimate of disease in the patient by
incorporating the information gained from the diagnostic test result. The words Bayes
theorem and Bayesian inference are likely to cause our eyes to roll. l+owever, what we
are really concerned with is applying simple math to our natural decision making process.
We develop a suspicion of disease in a patient and using history, physical examination
and diagnostic tests (generally in series), we change/revise our suspicion as we gain more
confidence from the new information. We use Bayes theorem to algebraically calculate
the probability of disease after the positive (or negative) diagnostic testis known in light
of the patient’s initial (pretest) disease probability.

Our suspicion of disease after the diagnostic test, post-test probability of disease, is
dependent upon the sensitivity and specificity of the diagnostic test and upon the pretest
probability of disease in the patient. For an ideal @erfect) test the pretest probability of
the disease is not important. If a test has perfect sensitivity, that is 100°/0, there are no
false negative results (only true negative), therefore if the testis negative, the post-test
probability of disease will be O. If the test has perfect specificity, that is 100Y0, there are
no false positives (only true positives), therefore if the test is positive, the post-test
probability of disease will be 1. In this argument the post-test probability of disease is

*
the same as the positive and negative predictive values.

Pretest Probability of Disease

Lacking a perfectly sensitive or specific test, the pretest probability of disease does
influence the patient’s post-test probability of disease. If the clinician estimates the
patient’s pretest probability of disease as low and the diagnostic test result is negative, the
post-test probability of disease had changed little from the pretest value. However, if the
same patient has a positive test result, the post-test probability of disease is quite different
ihan the pretest value. The converse is also true, a high pretest probability of disease is
changed little by a positive test result, but changed dramatically by a negative test result.

How do clinicians arrive at the pretest estimate of disease presence? Personal experience
probably plays a large role in estimating pretest probabilities. The prevalence of the
disease in the clinicians own practice area, such as the clinic or the hospital is most
relevant. Other data sources may include community surveys or local databases. Such
factors as the patient’s age, sex, history and signs and symptoms will modify the local
disease prevalence value. The pretest probability of disease is specific for each patient,
so even local prevalence data will need to be personalized.

The published literature also provides estimates of prevalence for various diseases. The
jump from published prevalence to a specific patient’s pretest disease probability is large
and presents problems. Published literature may be more representative of referral
centers or tertiary care settings than the patient’s local setting. Tertiary care setting will
tend to have higher disease prevalence than primary care settings.
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When faced with estimating the patient’s pretest prevalence without good information,
one method to somewhat control the uncertainty is to use the highest reasonable
prevalence value and the lowest reasonable prevalence value and see if either of these
values changes the patient’s post-test probability of disease. Many clinicians intuitively
assign a patient a pretest probability of disease, such as unlikely, likely, very likely. This
inference model requires the ordinal estimate to be transformed to an explicit value.

One might ask about the disease prevalence that appears in the published diagnostic test
evaluation study. Earlier we mentioned that in order to obtain the best precision in
measuring all the diagnostic test’s accuracy indices (T+, T-, F+, F-), investigators would
emoll equal numbers of disease positive and disease negative subjects. While possible, it
is not often that the 50% disease prevalence in the published study will match the
patient’s probability of disease. Thereby, the positive and negative predictive values
from the published study will not apply to a specific patient.

There is also another reason to look further than the published study’s positive and
negative predictive values. In the examples presented so far and in Table 1, ths
likelihood ratio for a positive test and the likelihood ratio for a negative test were
presented for just one cutpoint. For ordinal and for continuous data, we know that there
is generally overlap between the disease negative and disease positive values. Because of
this overlap, there is a‘ sliding scale’ of disease positivity. If only a single cutpoint is
used to determine disease presence or absence, the information contained in the overlap
area is lost. This information is retained if multiple cutpoints are used. This is done
mathematically by using stratum-specific likelihood ratios.51 In Table 3 standardized
uptake values (SUV) in the locoregional lymph nodes (LNs) in patients with and without
metastasis are divided into strata. For each stratum, the likelihood ratio is calculated. For
an individual patient, the patient’s diagnostic test result, in this example the SUV of LNs,
can be matched to one of the stratum. If the patient’s SUV was 4.0, the 3.5-4.5 stratum
applies and the corresponding likelihood ratio (LR) is 3.157.

Earlier wc discussed ROC curves, a plot of (sensitivity) vs. (1 – specificity); it is
interesting to note that a likelihood ratio for a positive testis (sensitivity)/(l –
specificity).

Where do we find likelihood ratios? Despite the apparent sensibleness of likelihood
ratios, particularly spectrum-specific likelihood ratios, they have not been overwhelming
adopted into clinical practice. However, their use is increasing and they have been
strongly promoted by evidence based medicine publications. Likelihood ratios are being
reported in published diagnostic test evaluation studies. List of likelihood ratios have
been generated by McMaster University4b and also appear in newer textbooks.53

Calculating Post-test Probability

Stratum-specific likelihood ratios are considered a better way of reflecting diagnostic test
accuracy than sensitivity and specificity for a single cutpoint.4A’54 Given this, likelihood
ratio is the index used to incorporate the patient’s pretest disease probability into the
diagnostic test result to produce the post-test probability. Referring to Table 1 we can see
that the likelihood ratio for a positive (or negative) test result is a ratio of two
probabilities: the probability of a positive (or negative) test if the disease is present to the
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probability of a positive (or negative) test if the disease is
absent. Likelihood ratios are actually risk ratios or odds
ratios. The fact that the desirable index to use to calculate
post-test probability of disease is an odds ratio is
unfortunate. Most health care professionals think in terms
of’probabilities, not odds. In fact, we have just spoke of the
pretest and post-test probabilities of disease for a specific
patient — not pre- and post-test odds. To combine a

<(

. . . diagnostic tests
simply change the odds
in favour or against
disease; sometimes
they only confuse the
diagnosis.”54

likelihood ratio with the pretest probability of disease, we must convert the pretest
probability of disease to odds. The formulais:51’5s

Pretest probability/(1 -pretest probability) = pretest odds

If the probability of disease is 15Y0,then the disease odds is equal to (O.15/(1-O. 15)=
(0.15/0.85) = 0.18:1.

The post-test odds of disease is calculated by:

Post-test odds = pretest odds x likelihood ratio

The odds ratio form of Bayes’ theorem requires that the pretest probability of disease be
converted to odds and that the resultant post-test odds of disease be converted back to a
probability.

Post-test probability = post-test odds/(post-test odds + 1)

The McMaster University group4b has published a nomogram, Figure 4, that relieves us
of the calculations. The nomogram appears on their web site (see site 2 in the following
Internet Educational Resources section). An interactive nomogram is available from site
3 in the Internet Educational Resources listing. The nomogram is used by drawing a
straight line from the pretest probability value through the likelihood ratio for the
diagnostic test and continuing the line to the post-test probability scale.
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A resemch publication by Kwok, et al.54 illustrates the. use of the nomogram. The Kwok

article is discussed further in the meta-analysis section of this lesson. The stady o
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● generated summary diagnostic test indices for exercise electrocardiogram (ECG),
exercise thallium, and exercise echocardiograrn (echo) for the diagnosis of coronary
artery disease in women. The indices are:

Sensitivity Specificity
Likelihood Likelihood
Ratio (+) Ratio (-)

ECG 0.61 0.70 2.25 0.55

Thallium 0.78 0.64 2.87 0.36

Echo 0.86 0.79 4.29 0.18

The authors concluded that these exercise tests were only moderately sensitive and
specific for diagnosing coronary artery disease (CAD) in women. The likelihood ratios
fall within the small to moderate value range. The authors went on to calculate the post-
test probabilities of CAD for both a positive and a negative test result for women with
three different pretest CAD probabilities. For a woman with nonspecific chest pain
(pretest probability of CAD of 6%), using echo testing (the test with the best values) the
post-test probability of a positive testis21% and 1% for a negative test. The post-test
diagnosis is less clear for women with an intermediate pretsst probabilityof31 %; the
post-test probability of CAD for a positive testis 66% and 7% for a negative test result.
Values very close to those calculated can be obtained by using the pretest probabilities
and the likelihood ratio with the nomogram (Figure 4). The pretest probability of CAD
for a woman with definite angina is 71 VO.

DIAGNOSTIC TESTS IN PRACTICE

Screening and Case Finding

Diagnostic tests that are done to find undiagnosed disease in otherwise healthy
individuals are called screening or case finding tests. Some authors make a distinction

between the two. ‘Screening’ is used when the health care provider initiates the

encounter. Testing for hypertension in a community screening program is an example.

‘Case finding’ is differentiated as the patient initiates the encounter. The patient seeks

medical care and during this encounter, diagnostic tests are done to detect ‘silent’ disease

processes, Regardless of who initiates the encounter, the diagnostic testis done because

the disease presents a significant health concern, not because the patient has a complaint

related to the target disease.

Examples of screening tests include routine testing for fasting blood sugar to detect
diabetes mellitus, occult blood in stool to detect rectal cancer and mammography to
detect breast cancer. To find all cases of a disease, the sensitivity of the screening test
should be fairly high, As further testing and evaluation will be done in positive cases, the
test does not necessarily need high specificity.

Diagnosis

Contrasted to screening and case finding procedures, diagnosis proceeds because there is

o
some suspicion that the patient has a disease condition, The patient has initiated the

encounter or been referred to the provider because of symptoms possibly due to a disease.
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The health care provider would like at this point a diagnostic test that will either confirm
or exclude the suspected disease.

An individual diagnostic test maybe very good for screening, confirmation or exclusion
— some tests can even do two of the three very well. However, very few tests can
appropriately be used for screening, confirmation and exclusion. Even if a test could
reasonably do all three, expense and risk to patient may limit the test’s usefulness.

Confirmatory Tests

If there is a strong suspicion of disease, a confirmatory test will be used to verify the
diagnosis. For example, if a patient has had a positive fasting blood glucose, a glucose
tolerance test might be used to confirm the diagnosis.

To confirm a diagnosis, a diagnostic test that is capable of ruling in the diagnosis is
needed. Contrary to what we might first think, a diagnostic test with a high specificity
works well to rule in a diagnosis. A positive test result from a diagnostic test that has a
high true negative and low false positive proportion will effectively rule in a diagnosis.
The low false positive proportion also gives the test a high positive predictive value.
SpPin (high Specificity, Positive result rules in the diagnosis) describes this situation.51

For example, a histologically positive bronchoscopic biopsy will rule in lung cancer, but
a negative biopsy does not rule out the disease.

Not all diagnostic tests will have a conveniently high specificity. Since the patient’s
post-test probability of having the disease is dependent upon not only the results of the
diagnostic test, but also the pretest disease probability, we might also look at the test’s
likelihood ratio. Likelihood ratios (LR) of 10 or higher for a positive test result can
significantly increase the patient’s probability of disease. Even if the patient’s pretest
probability of disease is only 10VO,a LR of 10 can increase the post-test probability of
disease to about 53V0.

Tests with LR of 5 to less than 10 are intermediate, causing moderate shifts in the pretest
probability of disease. Compared with diagnostic tests having only one reported LR,
those with stratum-specific likelihood ratios provide more precise estimates of the
individual patient’s post-test disease probability.

Exclusionary Tests

An exclusionary test provides the evidence necessary to rule out a disease in a patient
who has some suspicion of disease. If the patient has a negative test result from a
diagnostic test with a high sensitivity (low false negative proportion and high negative
predictive value), we can be fairly confident the patient does not have the disease. A
highly sensitive test with a negative result will rule out a disease, SnNout. The skin test
for tuberculosis is an example of a test whose negative results rule out the disease, but a
positive test result does not rule in tuberculosis, The testis also a good screening test.

A likelihood ratio for a negative test result of less than 0.1 (low false negatives) can
significantly change the patient’s pretest disease probability away from a positive
diagnosis. LRs of 0.2 to 0.1 will have a moderate influence on the patient’s pretest
disease probability.
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Diagnostic Tests in Combination

Diagnostic tests are of value when the suspicion of disease is high enough to stimulate
some action, but not yet high enough to be a foregone conclusion with no further need for
diagnostic procedures. A single diagnostic testis unlikely to screen, confirm and exclude
patients for a given disease. At the point of initial suspicion the clinician has to decide if
a single test will be done first (with the option to then move on to other tests — series
approach) or if several tests will be done in parallel. In either strategy, a single diagnostic
test is rarely sufficient. Each test that is done should bring incremental value to the
diagnosis.

In the series strategy, since only the positive patients will receive the second test, the first
test should be a screening test with high sensitivity (SnNout). The screening test will
filter out the true negative patients (and, hopefully only a small number of false
negatives). The remaining positive test result patients include both true and false positive
individuals. These patients will require a second confirmatory test or group of tests that
will definitively verify the presence of disease. The series strategy will not work if the
disease is likely to change quickly, before the second test or set of tests is performed.
There should not be any carryover or influence of the first test on the performance of the
second test(s).

The parallel testing strategy may work well if there is no single test with high sensitivity

or high specificity. For example, there may be two tests with only modest or low

sensitivity or specificity, but each test picks up on a different type of disease, such as one

detects early disease and the other one detects later symptoms. Using the two tests in

combination will identify four groups: both tests are positive (disease present), both tests

are negative (disease absent) and one test is positive and the other negative and the

converse (further testing required).

When multiple diagnostic tests are used, a new source of bias enters the arena. For
continuous scale diagnostic test results we know that there is generally overlap between
the true negative and the true positive test values. Commonly a central percentage, such
as 95°/0, of the negative values are called negative and the balance, such as 5°/0,are called
‘abnormal.’ If only a single diagnostic test is done, the percentage of misdiagnosed
individuals will be 5°/0. If multiple diagnostic tests are performed this percentage of
misdiagnosed individuals increases.7 For two tests, the central percentage of disease
negative changes from 95°/0 to (.95)2 = 90°/0, the balance, 10°/0will be misdiagnosed. For
a twenty test chemistry refile, the central disease negative proportion drops from 95°/0

$for a single test to (.95) 0 = 36%; the probability of a false positive diagnosis with one of
the chemistries is now 64V0. Multiple diagnostic tests present the same problem as
multiple statistical significance testing, each statistical test done increases the probability
of a false positive result. Clinicians may want to consider wider boundaries for the
disease negative values to reduce the chance of false positive results.

Mets-analysis of Diagnostic Tests

Meta-analysis is not the combining of different diagnostic tests in the same patient, but
the combining, mathematically, of the results of different research studies evaluating the
same diagnostic test. The purpose of meta-analysis is to achieve a stronger point estimate
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of the target outcome measured by combining like studies. It is a useful technique when

several studies have reported equivocal results or when all the studies have relatively o
small sample sizes. Mets-analysis is a separate study design and we will not review the

design in this lesson. However, meta-analyses of diagnostic tests are becoming more

common. Kwok, et a156reviewed published studies that evaluated the accuracy of

exercise electrocardiogram (ECG), exercise thallium, and exercise echocardiogram

(echo) for the diagnosis of coronary artery disease in women. Using standard meta-

analysis methods, the quality of each study was judged by (1) the inclusion of an

adequate description of the persons selected for the study, (2) the absence of verification

bias, and (3) absence of review bias if the results were read blindly. The authors

constructed a decision matrix and R(.)C curve for each study. A summary ROC curve for

the studies weighted by sample size was then plotted. By using summary data for each

test, the authors were able to draw conclusions on the value of all three tests for the

diagnosis of coronary artery disease in women.

INTERNET EDUCATIONAL RESOUCES FOR DIAGNOSTIC TESTS
The reader might be interested in looking at the following World Wide Web evidence
based medicine sites that have sections on the evaluation of diagnostic tests.

1, Evidence Based Medicine Tool Kit, University of Alberta, Canada:
Users’ Guides to the Medical Literature
URL: httP://www.med. ualbertti.ca/ebrn/artdia~.htm Accessed 1999 Dec
11.
“How to use an Article about a Diagnostic Test”

2. Centres for Health Evidence.Net, University of Alberta, Edmonton, Alberta,
Canada

Users’ Guides to Evidence-Based Practice
IJRL: httP://www.cche. net/PrinciPles/content all.asp Accessed 1999 Dec
11.
Contains a section entitled, “HOWto Use an Article About a Diagnostic
Test.”

3. NHS Research and Development Centre for Evidence Based Medicine
URL:httP://cebm. ir2.ox.ac.uH, Accessed 1999 Dec 20.
The EBM ‘roolbox: has a 2x2 table calculator and an interactive
nomogram to determine post-test probabilities

4. Division of General Internal Medicine, Medical College of Wisconsin
URL: httP://~.intmcd. mcw.cdu/clincalc/baves. html Accessed 1999
Dec 11.
Contains a Bayesian calculator that calculates test sensitivity, specificity,
predictive values, and likelihood ratios
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EVALUATING THE MEDICAL LITERATURE
II. APPLICATION TO DIAGNOSTIC MEDICINE

Questions

Read the following abstract and construct a 2 by 2 table for scintimammography compared to the
gold standard, biopsy:

Title: Mammography and 99mtc-mibi scintimammography in suspected breast cancer
Author(s): Prats E; Aisa F; Abos M D; Villavieja L; Et Al
Source: J Nucl Meal, vol 40, iss 2, p 296-301, yr 1999
Article Abstract: The aim of this work has been to evaluate whether a diagnostic protocol

based on the joint use of mammography and 99mTc-methoxyisobutyl isonitrile (MIBI)
scintimammography is capable of reducing the number of biopsies required in patients with
suspected breast cancer. Methods: We performed prone scintimmmography in 90 patients
with suspected breast cancer, involving 97 lesions. In all patients, the diagnosis was
established by way of biopsy. On mammography, we evaluated the degree of suspicion of
malignancy and the size of the lesion (smaller or larger than 1 cm in diameter). Results:
The results of only41 of the biopsies indicated malignancy. On mammography, 20 lesions

e

(of which 1 was breast cancer) were considered to be of low suspicion of malignancy, 31
(of which 4 were breast cancer) as indeterminate and 46 (of which 36 were breast cancer) as
high. Fourteen lesions (2 low probability, 2 indeterminate and 10 high) were smaller than 1
cm, whereas 83 (18 low probability, 29 indeterminate and 36 high) were larger.
Scintimammography results were positive in 35 cases of breast cancer.
Scintimamrnography was positive in all cases of breast cancer that initially had a low or
indeterminate suspicion of malignancy according to mammography, as well as in 30 cases
of breast cancer that initially were highly suspicious. Six false-negative
scintimammography studies were obtained. In the benign lesions, scintimammography
results were positive in 12 cases and normal in 44. Conclusion: We propose a diagnostic
protocol with a biopsy performed on lesions that have a high suspicion of malignancy as
well as those with low or indeterminate suspicion that are smaller than 1 cm or with positive
scintimammography results. This would have reduced the total number of biopsies
performed by 340A. More importantly, there would have been a 65% reduction in number of
biopsies performed in the low and indeterminate mammographic suspicion groups. All 41
cases of breast cancer would have been detected.

Sensitivity = proportion of those with the disease who are correctly identified by the test
[True Positive Ratio (TPR)]

Specificity = proportion of those without the disease who are correctly identified by the
test [True Negative Ratio (TNR)]

Predictive value of a positive test= proportion of those with a positive test who have the
disease



Predictive value of a negative test= proportion of those with a negative test who do not
have the disease

1. Compute the sensitivity (TPR) of scintimammography to detect malignant lesions:
a. 6°/0
b. 15V0
C, 36%
d. 79%
e. 85%

2. Compute the specificity (TNR) scintimammography to detect malignant lesions:
a. 6°/0
b, 12%
c. 14%
d. 79%
e. 85%

3. Compute the predictive value of a positive scintimammography:
a. 12V0
b. 25%
c. 74%

d. 88%
e. 96%

4. Compute the predictive value of a negative scintimammography:
a. 6°/0
b. 12%
c. 45%
d. 52%
e. 88°/0

5. Compute the overall accuracy of scintimammography:
a. 36%
b. 45%
C. 52%
d. 81%
e. 100VO

6. Within this study, what is the prevalence of malignmt breast lesions?

a. 6°/0
b. 36%



e

7.

8.

*

9.

C. 42%
d. 73%
e. 85%

The sensitivity and specificity of a diagnostic test provide the clinical data to suppoti which of
the following hierarchical levels used to associate a diagnostic test procedure with a patient’s
health outcome?
a. technical performance of the test [reliability]
b. diagnostic performance [accuracy]
c. diagnostic impact [displaces alternative tests]
d. therapeutic impact [influence on treatment plans]
e. impact on health [quality of life]

Your screening facility can process 1,000 people per week. Assume you are attempting the
early detection of a disease with a prevalence of 2°/0, and that your test has a sensitivity of 95°/0
and a specificity of 90°/0. How many of the people screened in a week will TEST positive?
a. 883
b. 117
c. 98
d. 20
e. 19

Individuals who are healthy and truly do not have the disease condition under consideration
belong to the group of ind~viduals who are best described as:
a.
b.
c.
d.
e.

control group
intervention group
true negative group
normal group
reference group

10. As a Dart of a routine physical examination, uric acid was measured for a 35-year-old male and
foun~ to be 7.8 mg/dl~ ~he “normal range” for uric acid for that laboratory is 3.4 to 7.5 mg/dl.
If this individual does not display symptoms or signs of gout, a possible explanation is:
a. he is among the small proportion of healthy individuals who yield high serum uric acid

readings on a given test.
b. his level is within 2 standard deviations of the mean for healthy individuals.
c. his test results represent a false negative.
d. the departure of his level from the normal range is statistically significant.
e. this individual is a good candidate for early treatment.



11.

12.

13

A pulmonary angiogram is a highly sensitive test (considered the gold standard) for pulmonary

embolus. For a patient who has several general symptoms (shortness of breath, vague chest

pain) consistent with pulmonary embolus, a negative test result:
a. implies that the disease is less prevalent in this patient’s population.
b. indicates that the patient has only a mild embolus.
c. will require the patient’s close blood relatives to be tested.
d. will rule in the disease.
e. will rule out the disease.

A 35 year-old female complains of a mild burning pain orI urination and some lower abdominal
pain. She has had, at separate times in the past, both urinary tract infections (UTI) and vaginal
yeast infections. You estimate her current probability of having a UTI to be 65%. A
subsequent antibody-coated bacteria assay is positive for UTI. A positive test has a 3.6
likelihood ratio. What is this patient’s post-test probability of a UTI? Use Figure 4 “Nomogram
for Interpreting Diagnostic Test Results” within the lesson text, determine the post-test
probability.
a. about 5°/0
b. about 40%
c. about 65°/0
d. about 85%
e. 1000/0

Title: Using gadoliniurn-enhanced three-dimensional MR angiography to assess arterial inflow
stenosis after kidney transplantation
Author(s): Ferreiros J; Mendez R; Jorquera M; Gallego J; Et Al
Source: AJR, VOI172, iss3,p751-757, yr 1999
Article Abstract: Subjects And Methods. Twenty-eight consecutive patients receiving kidney
transplants with suspected arterial inflow stenosis were examined with two MR angiography
sequences: gadolinium-enhanced 3D fast spoiled gradient-recalled (SPGR) imaging and 3D
phase-contrast imaging. Twenty-four of these patients then were examined using the gold
standards: either digital subtraction angiography (DSA) (n= 23) or surgery (n= 1). MR
angiography and DSA studies were independently and prospectively analyzed for the presence
of arterial stenoses (mild [<500/0], severe [50-900/0], or critical [>90°/0]) in the iliac, anastomotic,
and renal artery segments. Also two independent observers retrospectively evaluated the MR
angiography sequences for ability to detect or exclude significant (> or = 50°/0) arterial stenoses.

In this study it is important to evaluate the concordance between observers. If the data are
continuous, the correlation coefficient can be used for concordance and if categorical, the kappa
statistic is used. Which measure of concordance is appropriate for the above data?
a. correlation coefficient
b. kappa statistic



14. In the above study, arterial stenoses was described as mild [<50%], severe [50-90%] or critical

15,

16.

17.

18.

[>90%]. To which Of the fo]lowi~g ~easurement scales does this description belong?

a. nominal
b. ordinal
c. interval
d. ratio

Also in the above study, MR angiography was compared to the gold standard of either digital
subtraction angiography (DSA) or surgery. The methods section of this article reports, “Two
angiographers who were unaware of the MR angiography findings analyzed the DSA images
using the same protocol as the MR angiography.” The investigators were trying to control
which kind of bias with this method?
a.

b.

c.

d.

e.

incorporation bias
diagnostic review bias
test review bias
selection bias
statistical regression bias

As part of the quality control procedures for a diagnostic laboratory, great care is usually
invested to ensure that those individuals who calibrate the equipment, execute the test and
record the data all follow the same procedures for each step of the diagnostic test. The
laboratory is seeking to avoid which one of the following factors that can jeopardize the validity
of the test?
a. history
b. maturation
c. testing
d. instrumentation
e. statistical regression

Which of the following statements about bias is FALSE?
a. good laboratory procedures can eliminate some bias
b. bias is systematic error
c. the presence of bias decreases the internal validity of a diagnostic test study
d. the presence of bias decreases the external validity of a diagnostic test study
e. bias is random error

A study, that compares one diagnostic test to a second diagnostic test that is thought to be the
gold standard for diagnosis of the disease under consideration, is seeking to establish which of
the following kinds of validity for the first test?
a.
b.
c.

content validity
criterion-related validity
construct validity



19. The technical performance of a new diagnostic testis established by the test’s:
a. incremental cost
b. complexity of execution
c. reliability
d. content validity
e. manufacturer

20. In a trial investigating risk factors for breast cancer, women received yearly mammograms.
The trial was multicentered and over the years, one center had reported significantly fewer
positive mammograms. An investigation pointed to a lack of experience and training on the
pafi of those investigators reading mammograms at that site. This problem is one of
a. selection bias
b. fuzzy trial hypothesis
c. generalizability
d. validity
e. reliability

21. To achieve the status of being the gold standard for diagnosis of a given disease conditions, a
diagnostic test must fit which of the following?
a. be generally accepted as the best available diagnostic test
b. accurately diagnose the disease status of every patient
c. be capable of being executed (used) in both ambulatory and inpatient settings
“d. have the best ROC curve
e. be the least invasive diagnostic test

22. In order to achieve better control in a diagnostic test study investigators may choose disease-
free and diseased subjects who do not have comorbidities that overlap the target disease.
Studies with a narrow spectrum of subjects may not accurately measure the sensitivity and
specificity of the diagnostic tests. Which of the following is true?
a. sensitivity and specificity will be essentially unaffected because sensitivity is increased and

specificity is decreased
b. test will be sensitive, but will lose specificity
c. test will be specific, but will lose sensitivity
d. sensitivity and specificity will be falsely decreased
e. sensitivity and specificity will be falsely increased

23. In practice, the presence or absence of disease in an individual patient is generally accepted if
the diagnosis was established using any of the following methods, EXCEPT:
a. the test with the smallest false negative fraction
b. definitive histopathologic diagnosis
c. standard diagnostic classification system



I
I
I

I

e

REMINDER:
IMPORTANT TEST INFORMATION

Please note that this article (Volume 8,
Lessons 2 and 3) has been awarded 5.0
contact hours or .50 CEUS. As such, you
must complete all 50 questions in order to
receive credit for lessons 2 and 3. No partial
credit can be awarded for this articIe.

Please be sure to complete ~ separate answers
sheets for this lesson. Please fill in the
answers for questions 1-25 on the first answer
sheet, indicating that it is Volume 8, Lesson 2.
Fill in the answers for questions 26-50 on the
second answer sheet, indicating that it is
Volume 8, Lesson 3.

Incomplete or incorrectly completed answer
sheets cannot be graded and will be returned
to you*

Thank you for your attention to this
important matter.



d. well-established diagnostic tests
e. patient follow-up

24. Blood glucose values are on a continuous scale and by changing the cut point for being positive
or negative for diabetes, one can change the sensitivity and specificity of the test. If sensitivity
and specificity for several cut points on the scale were calculated, then a receiver-operating-
characteristic (ROC) curve could be drawn. Which one of the following is FALSE
a.

b.
c.

d.

e.

the ROC curve could be used to choose the best cutoff point to define an abnormal blood
glucose level depending upon emphasis placed on health costs, financial costs or
information content of the test
an ROC curve strategy would work particularly well for a binary response diagnostic test
to construct a ROC curve sensitivity (TPR) and 1-specificity ( FNR) constitute the vertical
and horizontal axis of the ROC graph respectively
a diagonal line from 0,0 to 1,1 represents indices that do not discriminate between true
positive results and false positive results.
a lax threshold for a positive diagnosis can be described as highly sensitive, but having poor
specificity

25. Title: The diagnostic accuracy of bedside and laboratory coagulation, procedures used to
monitor the anticoagulation status of patients treated with heparin
Article Abstract: We evaluated the diagnostic accuracy of three bedside coagulation
procedures, the Hemochron, activated whole-blood clotting time (ACT), the CoaguChek Plus,
activated partial thromboplastin time (APTT) and the TAS, APTT, in patients who received
heparin therapy. As part of the patients’ care, pharmacists performed bedside coagulation tests.
Blood from heparinized patients was analyzed with each of the three tests and a gold standard
laboratory test. Receiver operator characteristic (ROC) curves were plotted for each test.
Analysis of the ROC curve was used to rank the performance of the methods. Areas under the
ROC curves +/- SE for the CoaguChek Plus APTT, Hemochron ACT, and TAS APTT were
0.872 +/- 0.044,0.797 +/- 0.039, and 0.795 +/- 0.048, respectively.

The laboratory test that demonstrated the highest diagnostic accuracy (maximizes the true
positives and minimizes the false positives) for predicting who is and who is not anticoagulated
by heparin is which of these three tests?
a. CoaguCheck Plus
b. Hernochron
c. TAS
d. They are all equivalently accurate.
e. None of the three have AUC’S less than .45, thus none of them have diagnostic

discrimination.

26. The following graph, ROC curve of lymph node standardized uptake values (SUVS), is taken
from Vansteenkiste et al. (reference 45). The lesson discussed data from this paper in sections



o ‘Likelihood Ratio’ and ‘Pretest Probability of Disease.’ What is the best threshold SUV to
distinguish benign from malignant lymph nodes?
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a. 6.25
b. 5.50
c. 4.40
d. 4
e. 2.75

27. The SUVS in the above ROC cuwe range from 2.50 to 6.25. The higher the SUV value the
higher the likelihood for metastasis in locoregional lymph nodes. In the above question, one
point was chosen as the cutoff point between benign and malignant. If the cuto~f point was now
moved to an even higher SUV, how would this affect the specificity and sensitivity of the test?
a. sensitivity will increase; specificity will increase
b. sensitivity will increase; specificity will decrease
c. sensitivity will decrease; specificity will decrease
d. sensitivity will decrease; specificity will increase
e. sensitivity will not change; specificity will not change



28.

29.

30.

31.

32.

The ability of a diagnostic test study to accurately determine the sensitivity and specificity of
the diagnostic test is dependent upon how many individuals participate in the study (sample
size). The equation to calculate sample size contains each of the following elements EXCEPT:
a. alpha level (Type I error)
b. beta level (Type 11error)
c. number of investigators
d. variability of events
e. delta (clinically meaningful values for sensitivity and specificity

Power is a statistical term used to define the probability of detecting a meaningful difference
between two treatments when there is one. “Meaningful difference” is determined by:

a.
b.
c.
d.
e.

p values of~ 0.05
values falling outside 2 standard deviations from the mean
the investigator’s judgement
standards established in the clinical guidelines for each disease condition
Type 11error rate.

Investigators faced with inadequate subject accrual into a clinical trial may decide to continue
the study with a smaller sample size. The consequence of this action on the study’s validity is
to:
a. alter the subjects’ maturation characteristics
b. increase cost
c. decrease the study’s power
d. jeopardize voluntary consent
e. unbalance baseline characteristics.

The disease prevalence within the diagnostic study’s subjects that will achieve the greatest
statistical power for the study is:
a. 25°/0
b. 50%
c. 75%
d. 96%
e. 100V0

Subiects within a diagnostic test study that should receive the gold st~dard diagnostic test–3--.– .

include:
a. all subjects
b. 50V0of the male and 50V0of the female subjects
c. subjects whose test results fall into the true positive range of values
d. all subjects who finish the study
e. subjects whose test results are equivocal



33. Within your clinic you have data indicating that you generally see about 9 new patients each
year among the patients you monitor who have developed the target condition of interest due to
an injury. This target disease has a duration of about three (3) years. Within your clinic what is
the prevalence of this target disease?
a. 3 cases
b. 9 cases
c. 12 cases
d. 27 cases
e. 81 cases

34. Whether or not sensitivity and specificity are independent of disease prevalence has been
controversial. However, for diagnostic situations that are strongly dichotomous, sensitivity and
specificity are considered independent of prevalence. Which of the following conditions
provides dichotomous test results?
a. asthma
b. coronary artery disease
c. hypertension
d. Parkinson’s disease
e. pregnancy

o
35. Within this lesson data from Kwok, et al (reference 53) was used to illustrate the use of

likelihood ratios. Kwok et al found that echo testing provided the best sensitivity and
specificity for women with suspected coronary artery disease (CAD). For echo, the likelihood
ratio for a positive test was 4.29 and 0.18 for a negative test result. For a women with definite
angina, the pretest probability of CAD was found to be 710/O.Using Figwe 4 “Nomogram for
Interpreting Diagnostic Test Results” within the lesson text, determine the post-test probability
of CAD for a woman with a pretest probability of 7 10/0who has a positive echo result.
a. about 30°/0
b. about 50%
c. about 60°/0
d. about 90%
e. about 97°/0
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36. Using the same Kwok et al data in the above question, determine the post-test probability of
CAD for a woman with a pretest probability of 71 % who has a negative echo result.
a. about 10°/0
b. about 20%
c. about 30°/0
d. about 50%
e. about 70°/0



37.

38.

39.

40,

41

Diagnostic tests frequently not only diagnose the presence or absence of disease, but also
measure an endogenous substance in the patient’s body. Diagnostic tests that have relatively
poor analytic specificity will also have:
a. poor diagnostic specificity
b. good diagnostic specificity
c. usage only in analytical applications
d. poor diagnostic sensitivity
e. usage in diagnostic applications

Diagnostic review bias tends to produce falsely high sensitivity and specificity values. The
design method used to avoid this bias is:

:.

c.
d.

e.

randomly select study subjects
randomly allocate study subjects to new the new test and the gold standard test
blind the individual who interprets the results of the new test and the gold standard test
use confidence intervals
calculate the study’s power

Instead of, and sometimes in addition to, the standard analysis of a new diagnostic test’s
sensitivity and specificity compared to a gold standard test, investigators may determine
whether or not there is a relationship between the two tests. The statistical analysis appropriate
to determine the relationship md quantitate it is:

:.

c.
d.
e.

t test
chi square
odds ratio
regression analysis
correlation analysis

Mets-analysis is a useful technique to combine the results of different studies that investigated
the same diagnostic test procedure. Which of the following statements does NOT describe a
situation where meta-analysis could be used?
a. study data m’ein disagreement as to the magnitude of the accuracy indices
b. studies all used the same independent variables, i.e., the diagnostic test procedure
c. sample sizes in individual studies are too small to reliably detect diagnostic accuracy
d. large (sample size) trials are not feasible
e. only data from case series reports are available

Clin Nucl Meal, vol 20, iss 9, p 821-829, yr 1995 “Tc-99m sestamibi demonstrates considerable
renal uptake followed by net urina~ clearance similar to that of creatinine. The authors have
previously shown that renograms could be obtained in cardiac patients by imaging during the
rest injection of the perfusion agent. The present study shows correlating Tc-99m sestamibi and
Tc-99m DTPA studies in hypertensive patients with a spectram of findings, including aortic
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aneurysms, asymmetry due to renovascular disease, cysts, bilateral renal dysfunction, and
horseshoe kidney.”

Which of the following statements is TRUE?
a. spectrum bias can be decreased by using hypertensive patients with a spectrum of renal

disorders
b spectrum bias decreases the study’s internal validity
c. excluding patients with comorbidities will control spectrum bias
d. studies with a narrow spectrum of subjects tend to underestimate the test’s accuracy
e. spectrum bias has only been shown to operate on sex and race demographic variables.

42. The predictive value of a positive lung imaging diagnostic test will vary depending upon
whether or not the patient comes from the general ambulatory care population or from a tertiary
care veterans institution population.
a. this statement is true
b. this statement is false

43. The predictive value of a negative diagnostic testis highest when:
a. the patient has no other diseases
b. there is no accepted gold standard for the disease

o

c. the disease prevalence is very low
d. the testis performed at a large medical center
e. the test agrees with the physician’s opinion

44. If a patient is suspected of having the disease in question, to confirm the diagnosis one would
challenge the patient with a diagnostic test that:
a. has a low negative likelihood ratio
b. has a low positive likelihood ratio
c. has a high sensitivity
d. has a high positive likelihood ratio
e. has a high cost

I
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45. Which of the following statements about likelihood ratios is FALSE?
a. the size of the likelihood ratio is not important
b. the values are considered to be stable across various disease prevalence
c. they can be calculated for every value of a diagnostic test
d. they can be used to calculate a post-test probability, taking advantage of pretest data
e. they can be used to compare which of two tests does a better job of ruling-in or ruling-out a

disease



46. Radiology, vol 202, iss 3, p 793-797, yr 1997 Purpose: To evaluate single photon emission
computed tomographic (SPECT) imaging of regional cerebral blood flow in the diagnosis of
Alzheimer disease (AD) and the differential diagnosis of the dementias. Results: SPECT
diagnoses were true-positive in 37, true-negative in eight, false-positive in three, and false-
negative in six patients. Sensitivity was 86% (37 of 43; 95V0confidence limits= .72, .95);
specificity, 73°A (eight of 11; confidence limits = .39, .94); positive predictive value, 92°A (37
of 40; confidence limits = .80, ,98); and negative predictive value, 57°/0 (eight of 14; confidence
limits = .29, .82).

Considering the results of the evaluation of SPECT diagnosis, the index that would offer the
most value to an individual patient would be:
a. sensitivity
b. specificity
c. positive predictive value
d. negative predictive value
e. overall accuracy

47. Indeterminate test results are problematical for investigators. Which of the following
procedures is NOT a recommended solution?

:.

c.
d.

e.

report the results as indeterminate
repeat the test if results are a rmdom event
follow patient till the patient’s disease status is known
report the results as indeterminate and then report the results with indeterminate results
counted as positive and then counted as negative
randomly assign either positive or negative statas to each indeterminate result for the final
analysis

48. The best source of data to use for the pretest probability of a disease is:
a. textbooks
b. published current literature
c. the World Wide Web
d. tertiary care center data
e. local community data

49. Exclusionary tests are used to rule out the target disease in a patient who has some suspicion of
disease. An exclusionary test should have:
a. high sensitivity
b. high specificity
c. low sensitivity
d. low specificity
e. moderate accuracy
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50. The primary function of a diagnostic test is:

a. generate a positive cash flOWfor the department
b. corroborate the opinion of the physician
c. satisfy the patient
d. reduce uncertainty
e. establish a patient database
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