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8 .  THE SENSITIVITY, SPECIFICITY, 
AND PREDICTIVE VALUE OF 
DIAGNOSTIC TESTS 

RICHARD C. REBA JOEL C. KLEINMAN 

In attempting to determine the utility of 
a test procedure from a review of 
the literature, it appears that one group is 
frequently unable to reproduce the test re- 
sults reported by others. The reporting of 
such opposing conclusions might lead one 
to infer that the test procedure is of no 
value because the test is unreliable and 
cannot  be reproduced. However, the ap- 
parent  difference in conclusions is often a 
result of a lack of clear understanding of 
the  terms used to evaluate test perfor- 
mance and the variables that influence 
these  terms. 

In the evaluation of the usefulness of a 
particular test, it is important to differen- 
tiate the sensitivity and the specificity 
(and the related  false-positive and false- 
negative rates) from the conditional prob- 
ability of a  disease being present, given a 
positive test (or of “no disease,” given a 
negative test). The relationships among 
these  various  probabilities will be described 
in this chapter. The major point will be that 
evaluation of diagnostic tests depends up- 
on the prevalence of disease in the popula- 
tion  to which the test is applied. 

Definitions 
Suppose a test is applied to a population 

Of N people. The test results can be de- 
scribed as in Table 8- l ,  assuming the  true 

SUppOaed in part by USPHS G m t s  GM 20543 and 
CA 16284 

state of each person is known. The symbols 
in the diagonal cells refer to true test re- 
sults (TP = true-positive and TN = true- 
negative numbers), and the off-diagonal 
cells are false test results (FN = false-neg- 
ative and FP = false-positive numbers). A 
perfect test would  have  no persons in the 
off-diagonal  cells. 

The crucial measures of the power of a 
test to distinguish diseased from healthy 
persons are sensitivity, the probability of 
being  able to identlfy correctly those who 
DO have a disease, and specificity, the 
probability of being able to identify correct- 
ly those who DO NOT have the disease. In 
Table 8-1, these parameters are measured 
as follows : 

Sensitivity (SN) = TP/N, = 
probability of positive test, given 

patient has disease 
Specificity (SP) = TN/N, = 

probability of negative test, given 
patient does not have disease 

In a perfect test, both  sensitivity and spec- 
&city are equal to 1. 

Table 8-1. Measurement of  test 
effectiveness 

Test  result Disease present  Disease  absent Totals 

+ TP FP N +  
- FN TN N- 

Totals Np N* N 
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The rate of false-negatives (RFN) is 
FN/Np, which is 1 minus the sensitivity. 

RFN = FNlNp = 1 - SN 

Similarly, the rate of fdse-positives (RFP) 
is FP/NA, which is 1 minus the specificity. 

RFP = FPlN A = 1 - SP 

Since fdse-negatives and false-positives 
also refer to numbers,  the terms sensitivity 
and specificity should be used to  avoid con- 
fusion (Fig. 8-1). 

The terms sensitivity and specificity 
refer to conditional  probability statements 
defining the ability of a test to accurately 
identify the presence or absence of a dis- 
ease in a population of tested individuals. 
Therefore, if a test is determined to have 
90% sensitivity, one can expect to find  ab- 
normal  values in 90% of all those persons 
tested who  have the disease; 10% of dis- 
eased subjects wdl  have a false-negative 
test result. Analogously, if a test has been 
determined to have 95% specificity, then 
one can expect a normal reading in 95% of 
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practice is that the test is evaluated in one 
population, namely, a group of subjects 

the investigators to determine whether 
their proposed test can correctly ident@ 
patients  known to have the dsease. It is 
 porta ant to determine sensitivity first 
since if the new test cannot identify disease 
correctly, there is no need to continue with 
it. However, once this is accomplished, 
usually by investigators interested in a par- 
ticular disease or in  a referral center (in 
either instance a population  with a large 
proportion of diseased subjects in  the test 
group), it may  be difficult for these same 
workers to have access to a healthy popu- 
lation having a low disease prevalence. 
Therefore,  information regarding the abihty 
of this test to exclude patients who  do  not 
have the dtsease, that is, specificity, wdl 
be unavailable. This will usually result in 
disappointment when the test is used to 
screen large unselected populations with a 
low prevalence of the disease. 

j with the hsease. This procedure enables 

f 

I 

L /  The relationship between sensitivity  and 
specificity is best illustrated by considering 
a test that results in  a continuous measure- 
ment, for example, blood glucose.  Fig. 8-2 
shows the dtstributions of the measure- 
ment in diseased and healthy populations. 
Any result greater than x will  be considered 
positive. Since the populations  overlap,  any 
cutoff  point will involve error. As the cut- 
off point increases, the number of false- 
negatives increases, and the number of 
false-positives decreases. Thus, the test's 
sensitivity will decrease while the specific- 
ity increases. The appropriate cutoff point 
wdl depend upon the relative costs and 
benefits of different levels of diagnostic ac- 
curacy, therapeutic impact, patient out- 
come, and the population to which the test 
will  be applied. 

This last point leads to the next two  pa- 
rameters, which are needed to evaluate 
screening tests. In the population  to  be 
tested, what is the probabihty that a patient 
with a positive test has the disease and 

Disease 

Negative test + I +  Positive test 
X 

Yes No 

High sensitivity 

I Low specificity 

X 

Disease 

Yes No 

Test + 

Low sensitivity 

I High specificity 

X 

Fig. 8-2. Overlapping frequency  distributions of test  results obtained on subjects  without  disease 
(normal, or n j  and subjects with disease (dj. Because of the overlapping frequency  distributions,  the 
sensitivity  and  specificity  are  determined by the  decision boundary line, x. 

B 



.,".,,, . 

56 The nuclear diagnostic system 

that a patient with  a negative test does 
not  have the disease? These probabil- 
ities are a function of three values: (1) 
sensitivity of the  test, (2) specificity of the 
test, and (3) prevalence of the disease in 
the population. They can be  derived direct- 
ly from Table 8-1 as  TP/N+ and TN/N-. 
However, when this is done, the explicit 
role of prevalence is not evident. This is 
precisely  how the confusion mentioned 
earlier can arise. By evaluating the test on 
different  populations  with different disease 
prevalences, these probabilities will vary. 

To illustrate this point the two  probabili- 
ties can be derived from Bayed theorem.' 
The first is called the predictive  value of a 
positive  test  result: ' 
PV+ = SN x DP 

(SN X DP) + (1 - SP) X (1 - DP) 
- - 

probabdity of disease, given positive 
test  result 

(DP = disease prevalence. PV+ measures 
the degree to which a positive test confirms 
the diagnosis.) 

The second is called the predictive  value 
of a negative  test  result: 

PV- = 
SP X (1 - DP) 

(1 - SN) X DP + SP X (1 - DP) 
- - 

probability of no disease, given negative 
test  result 

(PV- measures the degree to hhich a 
negative test excludes the diagnosis.) 

For  example, if a liver scan (sensitivity = 
71% and specificity = 95%)6 is perfomed 
on a patient from a physician's prac- 
tice in which a re e estimate of the 
prevalence of hepatic malignancy is 1%, an 
abnormal liver scan  results in a  probability 
of only 12.5% that  the patient has hepatic 
metastases (PV+-). In this case, PV- is 
99.7%. However, if a liver scan is per- 
formed and the  same interpretation criteria 
are used on a patient from an oncologist's 
practice or from a hospital inpatient popu- 

..., ,.. . lation in which the prevalence of malig- 
nancy is 25%, a positive  liver scan  results 
in an 82.5% probability that  the patient 
truly has hepatic metastases. For this pop 
ulation, PV- is 90.8%. In the first case, if 

'\ 
the probability is increase 
that malignancy is present4 
sician  probably  would  not 
biopsy or peritoneoscopy to confirm the 
diagnosis.  However, in the second in- 
stance, when the proba 
from 25% to 83%, the rec 
peritoneoscopy and biopsy is on much fum- 
er ground. Thus, although the test is pre- 
cisely the same in  each situation, its oper- 
ating characteristics are very different, as a 
result of the different disease prevalences. 

Table 8-2 shows the predictive  value of 
positive and negative tests for a range of 
values of sensitivity,  specificity, and dis- 
ease prevalence. First, note the effect of 
prevalence: even with 99% sensitivity and 
specificity, the predictive  value of a positive 
test can be as low as 9% for  a  very rare 
disease (0.1% prevalence) and rise to 84% 
for a disease with 5% prevalence or to over 
99% for  a disease with 50% prevalence. 
Prevalence does not have such a marked 
effect on PV- unless  the prevalence is very 
high or  sensitivity and specificity are low. 

However, just because a test is shown to 
have a relatively  low PV+, it should not be 
concluded tha; the test is of little value. 
Katza has implied that a test that  results in 
a PV+ of 50% should not  be  performed.' 
This is an incorrect interpretation of pke- ' 

dictive  value since  it ignores the  facts that 
prior  to the test the probability that  the pa- 
tient had the disease may  have been much 
lower than 50% (10% in Katz's example) 
and that PV- may be high enough to rule 
out the disease, For example, in a  popula- 
tion of 1,000 with  a disease prevalence of 
lo%, a test with 90% sensitivity and speci- 
ficity will result in 100 positive results, of 
which 50 patients will have the disease. 
Subsequent tests on the 100 patients will : 
be necessary, but the size of the population 
will have been substantidy reduced. Of 
course, this was done at  the expense of 
missing 50 patients with disease. Only a 
test with greater specificity  would sig- 
nifcantly reduce the  numberof false-nega- 
tive tests (and thus increase PV+), as can 
be seen in Table 8-2, The best way to in- 
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Fig. 8-3. Chart for computing predictive value.3 P(D) denotes disease prevalence; P (T/D) denotes 
the probability of the test result (positive or negative) given that  the disease is present; P (T/D-) 
denotes the probability of the test result given that the disease is  absent; P (D/T) denotes  the 
probability that the disease is present given the test result. 

To find the predictive value of a  positive test P(D+/T+), draw a line through the prevalence on the 
right and the center line,  the ratio of P(T/D), sensitivity, to P(T/D-), one minus specificity, or the 
RFP. The point at which the line intersects the left axis is P(D/T+). To find the predictive value of a 
negative test P(D-IT-), draw a line through the prevalence on the right and the  center line, the 
ratio of P(T/D), one minus  the sensitivity, to P(T-/D-), specificity. The point at which the line inter- 
sects the left axis is  P(D/T-), which is 100% minus the predictive value of a negatlve test. 

crease PV+ is to increase  the specificity 
of the test.  Conversely, the most  effective 
way  to increase PV- is to increase sen- 
sitivity. 

Fig. 8 3  provides an easy  method to cal- 
culate PV+ and PV-, given the disease 
prevalence, and the test's sensitivity and 
speciflcity.3 

Application of diagnostic  tests 
in series 

The previous definitions can be  applied 
to a series of diagnostic tests to jus* the 
intuitively apparent strategy of applying 
more than one diagnostic test to confirm 
a  diagnosis.  However, a crucial assumption 

in the justification is that  the tests are i n  
d e p m h t .  That is, a patient with the alis. 
ease should have the same probability oi 
being  positive on the second test whethe1 
or not the results of the first test were posi- 
tive. The same must hold for patients with 
no disease. This is true in only a limited 
sense for a second determination of the 
same diagnostic test (see discussion of re 
liability on p. 63). 

Basically, the sequential application of 
two tests increases the disease prevalence 
in the group that requires the second test. 
For example, by applying a test with sensi- 
tivity and specificity of 90% to a population 
with disease prevalence of lo%, we  obtain 
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a population of positives, 50% of whom 
have the disease (this is PV+). Thus, since 
the  second test is applied only  to the group 
,,fpositives, the relevant prevalence is 50%. 
If this  test has 95% sensitivity and speci- 
ficity, PV+ is nearly 95%. PV- for the 
series of tests is nearly 98%. Applying the 
tests in the reverse order would result in 
the same values of PV+ and PV-. The 
major considerations in choosing which 
one  to  apply first are that the costs and dis- 
comfoa  involved should be less for the 
initial test since it is applied to the larger 
population. 

The sensitivity of the series of  two tests 
(the sequential test) is  the product of the 
sensitivity of each test. The speclficity of 
the sequential test is 1 minus the product 
of the rates of false-positives  for each test, 
that is, 1 - (1 - SP,) (1 - SP,). Thus,  the 
sequential test has a higher specificity than 
either test alone but a  lower  sensitivity. 
From Table 8-2, we noted earlier that in- 
creasing  specificity increases the predictive 
value of a positive test more  rapidly than 
increasing sensitivity. The sequential test 
takes advantage of this property by increas- 
ing specificity at  the expense of a decrease 
in sensitivity. It can be shown that  the se- 
quential test has a higher PV+ than either 
individual test iffor  each individual test the 
probability of a positive result is greater 
for a  diseased person than for  a nondis- 
eased  person (i.e., if the sensitivity is great- 
er than 1 minus the specificity). If this 
were  not true for an individual test, that 
test  would  have  a  predictive  value less than 
the disease prevalence and would  be  worse 
than no test at all. Thus, for  all practical 
purposes, the sequential test has a higher 
PV+ than either individual test. PV+ for 
the sequential test can be determined from 
Table 8-2 or  Fig. 8-2 by calculating the  sen- 
sitivity and specificity of the sequential test 
(using the product rule given  before) and 
applying it to the (original) population’s 
disease prevalence. 

The sequential test may  have  a smaller 
PV- than either individual test or it may 
have an intermediate value. In either case, 

PV- is usually  close enough to 100% that 
the differences are negligible. 

Using the previous example of a first test 
with  sensitivity and specificity of 90% and 
a  second test with 95% sensitivity and 
specificity, the sensitivity and specificity of 
the sequential test are  as follows: 

SN = .90 x .95 = ,855 
SP I - -10 X .05 ,995 

Applying the sequential test to a  population 
with  a  disease prevalence of 10% results in 
a PV+ of 95% compared to a PV+ of 50% 
and 68% for the first and second tests re- 
spectively  (applied done). The predictive 
value of a negative test is 98.7% compared 
to 98.8% for the first test and 99.4% for the 
second. 

The previous discussion has shown that 
one’s  effort is directed best to those patients 
having a positive test to continue the exclu- 
sion  process by performing other inde- 
pendent tests. This intuitive operational 
strategy minimizes the overall  probabihty 
of a false-positive error. Clinical skepti- 
cism usually demands a  corroborative  posi- 
tive test that makes the risk of any single 
false-positive error small.  Clinicians and 
biomedical scientists operate similarly in 
that more than one positive result is re- 
quired before a significant conclusion is 
reached. It is rare to diagnose a disease, 
particularly a significant disease, on the 
basis of a single abnormal test result. The 
probability of two or three serial  false-posi- 
tive independent test results is exceedingly 
low. A good clinician traditionally is selec- 
tive in ordering tests and believes in strong 
“indications” for ordering any test. In ef- 
fect, what he is doing is setting the disease 
prevalence high before he orders a test and 
therefore significantly increases the predic- 
tive  value of a positive test result. 

The preceding discussion should  be con- 
trasted with a common situation in multi- 
phasic screening where a  battery of diag- 
nostic tests are applied  to determine wheth- 
er a patient has one of a number of possible 
diseases. In the previous situation, sensi- 
tivity and specificity were evaluated under 
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Fig. 84. A, “Keep testing, we’ll find something abnormal.” B, As the number of independent tests 
performed on each patlent increases, sa does the probability of obtaining at least one abnormal test. 

:hat an individual was con- Oone positive test among those with no dis- 

the  same disease were positive. In the mul- ample, the normal range of many laboratory 
tiphasic screening situation an individual tests is set  at +2 standard deviations  to  give 
may be followed if he is positive on at least (approximately) 95% specficity. If five 
m e  of the  tests  since  the tests are usual- indqmdmt  laboratory tests are applied, 
ly concerned with Werent diseases. In the proportion of normal individuals with 

the mmortion of individuals having at least is 23%. If ten tests  are applied, there will 
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1 
, ;2 ” ! this case the  rate of false-positives-that is, at least one positive (“abnormal”) test result 
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be a 40% rate of false-positives; if 20 tests 
are pedomed the  rate of false-positives in- 
creases to 64% ! The  rate of false-negatives 
is more difficult to evaluate since its defini- 
tion depends upon which diseases are 
;ictvdly present (Fig. 8-4). 

Reliability 
Thus far, this discussion of diagnostic 

has ignored the problem of reliabdity, 
or reproducibdity, of test results. A full 
treatment of this topic is beyond the scope 
of this chapter, but a few comments are in 
order. First is the obvious  point that an 
,&iable test (i.e., one in which repeated 

on identical samples give dif- 
ferent results) can neither be  very sensitive 
nor specific. 

Related  to this point is the fact that re- 
habhty needs to be evaluated as carefully 
as sensitivity and specificity,  with full cog- 
nizance  of the disease prevalence in the 
tested  population (Fig. 8-1). If the mea- 
surement error (i-e., errors resulting from 
the instrument,  the observer, or the labo- 
ratory procedure) is constant for all values 
of blood glucose, the reliabdity of the test 
d not depend upon the population tested. 
However, if the measurement error is 
greater at higher values of blood glucose 
(especially  values near  the cutoff point), 
the  reliability will depend upon the popula- 
tion tested. If a predominantly normal pop- 
ulation is tested, the reliability of the meth- 
od may  be overestimated. 

A final  point mentioned in the discussion 
of sequential tests is that repetition of the 
same diagnostic test is not equivalent to the 
application of two dlfferent tests. The 
former is a way  to control  reliability-for 
instance, by repeating an elevated blood 
glucose measurement to increase the prob- 
ability that the patient's blood glucose is 
redly  abnormally high. The degree to 
which such a test reflects clinical diabetes 
(its sensitivity and specificity) cannot be 
measured this way. If the test is known  to 
have limited reliability, it is of course wise 
to order a retest. However, this will not in- 
crease  predictive value in the same way 

that two  clinically different procedures 
do. 

Conclusions 
From ths discussion, i t  should be ap- 

parent that in arriving at a diagnosis it is 
impossible to avoid risk. Indeed, all test 
interpretation, regardless of the experience 
of the observer, is associated  with some 
error. In a most  primitive form the error is 
of  two kinds. Either  the test states that a 
disease is present when it is not, or the 
observer interprets the test as negative and 
the sought-after disease is actually present. 

Probabilities must be evaluated, but 
other types of risk  or  cost  should also be 
considered. In addition to sensitivity, spec- 
ificity, and both  types of predictive value, 
the  judgment  as to whether a test should 
be  used is related chrectly to how treatable 
the disease is  and is related inversely to the 
risks involved in  further diagnostic tests or 
subsequent therapy. Even if it is unlikely 
to be present, a disease entity should be 
included in  the diagnostic workup if it is 
readily treatable and requires little or  no 
risk in arriving at the diagnosis or in sub- 
sequent therapy.  On the other  hand, there 
is no urgency to confirm an  unbeatable 
disease, even if the likelihood of its being 
present is high, if the risk or cost of arriving 
at the diagnosis is great. 

Since the various costs and the implica- 
tion of a positive or negative test vary under 
different circumstances, it is worth noting 
that a determination of the specific  worth 
of an individual test must be  based upon 
whether it is being used in an epidemiolog- 
ical survey, as a screening device or in the 
detailed  evaluation and confirmation of a 
final diagnosis.2J 

The present discussion assumes a fixed 
model; that is, patients must be classified 
as diseased or nondiseased. However, a dif- 
ferent situation will exist and a Werent 
approach to the presentation and analysis 
is necessary if one considers a disease state 
as a dynamic condition. The real-life  impli- 
cation is in the individuals who are as- 
signed to the nondiseased group but who 
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in fact may  be “pre” or “burned out” cases 
of the disease. The development of sensitiv- 
ity and specificity data for such a model 
requires long-term follow-up (5 to 10 years 
or longer) to establish or exclude the diag- 
nosis. Several studies evaluating specific 
tests are being carried out in selected dis- 
ease states, such  as those in patients be- 
lieved to be predabetic, prehypertensive, 
or in those who have early obstxuctive air- 
ways disease. 

Many of the nuclear medicine test pro- 
cedures have fallen into disrepute because 
the concept responsible for the develop- 
ment and acceptance of the specialty-that 
of providing a safe, rapid,  simple, screen- 
ing test-has been forgotten and instead 
the specialty has been used as  the definitive 
diagnostic test. Application of the concepts 
described in this paper to the evaluation of 
nuclear medicine test procedures should 
result in a clearer picture of the potential 
contribution of the specialty. 
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